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1 Storage 

1.1 Implement and Manage complex storage solutions  

Knowledge  

 Identify RAID levels  

 Identify supported HBA types  

 Identify virtual disk format types  

Skills and Abilities  

 Determine use cases for and configure VMware DirectPath I/O  

 Determine requirements for and configure NPIV  

 Determine appropriate RAID level for various Virtual Machine workloads  

 Apply VMware storage best practices  

 Understand use cases for Raw Device Mapping  

 Configure vCenter Server storage filters  

 Understand and apply VMFS resignaturing 

 Understand and apply [¦b ƳŀǎƪƛƴƎ ǳǎƛƴƎ t{!πǊŜƭŀǘŜŘ ŎƻƳƳŀƴŘǎ  

 Analyze I/O workloads to determine storage performance requirements  

Tools & learning resources 

 Product Documentation  

o Fibre Channel SAN Configuration Guide  

o iSCSI SAN Configuration Guide  

o ESX Configuration Guide  

o ESXi Configuration Guide  

o Ǿ{ǇƘŜǊŜ /ƻƳƳŀƴŘπ[ƛƴŜ LƴǘŜǊŦŀŎŜ Lƴǎǘŀƭƭŀǘƛƻƴ ŀƴŘ {ŎǊƛǇǘƛƴƎ DǳƛŘŜ 

o I/O Compatibility Guide  

 vSphere CLI  

o vscsiStats, vicfg-*, vifs, vmkfstools, esxtop/resxtop 

 Storage Best Practices for Scaling Virtualisation Deployments (TA2509, VMworld 2009) 

 Best Practices for Managing and Monitoring Storage ό±aорссΣ ±aǿƻǊƭŘ Ωлфύ 

 Storage Best Practices and Performance Tuning (TA8065, VMworld 2010, subscription required) 

 Analyse I/O workloads όŀǘ Ǿ{ǇŜŎƛŀƭƛǎǘΩǎ ōƭƻƎύ 

 {Ŝŀƴ /ǊƻƻƪǎǘƻƴΩǎ ǎǘǳŘȅ ƴƻǘŜǎ 

Storage is an area where you can never know too much. For many infrastructures storage is the 

most likely cause of performance issues and a source of complexity and misconfiguration ς especially 

given that many VI admins come from a server background (not storageύ ŘǳŜ ǘƻ ±aǿŀǊŜΩǎ ǎŜǊǾŜǊ 

consolidation roots. 

1.1.1 Identify RAID levels  

Common RAID types: 0, 1, 5, 6, 10. Wikipedia do a good summary ƻŦ ǘƘŜ ōŀǎƛŎ w!L5 ǘȅǇŜǎ ƛŦ ȅƻǳΩǊŜ 

not familiar with them. 

The impact of RAID types will vary depending on your storage vendor and how they implement RAID. 

bŜǘŀǇǇ όǿƘƛŎƘ LΩƳ Ƴƻǎǘ ŦŀƳƛƭƛŀǊ ǿƛǘƘύ ǳǎƛƴƎ ŀ ǇǊƻǇǊƛŜǘŀǊȅ w!L5-DP which is like RAID-6 but without 

the performance penalties (so Netapp say).  

http://www.vmware.com/pdf/vsphere4/r41/vsp_41_san_cfg.pdf
http://www.vmware.com/pdf/vsphere4/r41/vsp_41_iscsi_san_cfg.pdf
http://www.vmware.com/pdf/vsphere4/r41/vsp_41_esx_server_config.pdf
http://www.vmware.com/pdf/vsphere4/r41/vsp_41_esxi_server_config.pdf
http://www.vmware.com/pdf/vsphere4/r41/vsp4_41_vcli_inst_script.pdf
http://partnerweb.vmware.com/comp_guide/pdf/vi_io_guide.pdf
http://www.vmworld.com/docs/DOC-3812
http://www.vmworld.com/docs/DOC-4013
http://www.vmworld.com/community/sessions/2010/
http://www.vspecialist.co.uk/objective-1-1-analyse-io-workloads/
http://www.seancrookston.com/2010/09/12/vcap-dca-objective-1-1-implement-and-manage-complex-storage-solutions-2/
http://en.wikipedia.org/wiki/Standard_RAID_levels
http://storagewithoutborders.com/2010/07/19/data-storage-for-vdi-part-5-raid-dp-wafl-the-ultimate-write-accelerator/
http://storagewithoutborders.com/2010/07/19/data-storage-for-vdi-part-5-raid-dp-wafl-the-ultimate-write-accelerator/


 

www.vExperienced.co.uk/vcap-dca Page 2 
 

Scott Lowe has a good article about RAID in storage arrays, as does Josh Townsend over at VMtoday. 

1.1.2 Supported HBA types  

The best (only!) place to look for real world info is ±aǿŀǊŜΩǎ I/[ (which is now an online, searchable 

repository). Essentially it comes down to Fibre Channel or iSCSI HBAs. You should not mix HBAs from 

ŘƛŦŦŜǊŜƴǘ ǾŜƴŘƻǊǎ ƛƴ ŀ ǎƛƴƎƭŜ ǎŜǊǾŜǊΦ Lǘ Ŏŀƴ ǿƻǊƪ ōǳǘ ƛǎƴΩǘ ƻŦŦƛŎƛŀƭƭȅ ǎǳǇǇƻǊǘŜŘΦ 

Remember you can have a maximum of 8 HBAs or 16 HBA ports per ESX/ESXi server. 

 This is a slightly odd exam topic ς ǇǊŜǎǳƳŀōƭȅ ǿŜ ǿƻƴΩǘ ōŜ ōǳȅƛƴƎ I.!ǎ ŀǎ ǇŀǊǘ ƻŦ ǘƘŜ ŜȄŀƳ ǎƻ 

ǿƘŀǘΩǎ ǘƘŜǊŜ ǘƻ ƪƴƻǿΚ J 

1.1.3 Identify virtual disk format types  

Virtual disk (VMDK) format types:  

 Eagerzeroedthick 

 Zeroedthick (default) 

 Thick 

 Thin 

Three factors primarily determine the disk format; 

 Initial disk size 

 Blanking underlying blocks during initial creation 

 Blanking underlying blocks when deleting data in the virtual disk (reclamation) 

¢ƘŜ ŘƛŦŦŜǊŜƴŎŜǎ ǎǘŜƳ ŦǊƻƳ ǿƘŜǘƘŜǊ ǘƘŜ ǇƘȅǎƛŎŀƭ ŦƛƭŜǎ ŀǊŜ ΨȊŜǊŜƻŘΩ ƻǊ ƴƻǘ όƛŜ ǿƘŜǊŜ ǘƘŜǊŜ ƛǎ ƴƻ Řŀǘŀ ƛƴ 

ǘƘŜ ΨǾƛǊǘǳŀƭΩ Řƛǎƪ ǿƘŀǘ ƛƴ ǘƘŜ ǳƴŘŜǊƭȅƛƴƎ ±a5YΚύΦ {ŜǾŜǊŀƭ ŦŜŀǘǳǊŜǎ (such as FT and MSCS) require an 

ΨŜŀƎŜǊȊŜǊƻŜŘǘƘƛŎƪΩ ŘƛǎƪΦ  /ƘŜŎƪ ƻǳǘ ǘƘƛǎ great diagram (courtesy of Steve Foskett) which shows the 

differences.  

The other possible type is an RDM which itself can have two possible types; 

 RDM (virtual) ς enables snapshots, vMotion but masks some physical features 

 RDM (physical) ς required for MSCS clustering and some SAN applications 

1.1.4 DirectPath I/O  

Lets a VM bypass the virtualisation layer and speak directly to a PCI device. Benefits are reduced CPU 

on the host, and potentially slightly higher I/O to a VM when presenting a 10GB NIC, alternatively 

you could present a physical USB device directly to a VM (see this example at Petri.nl, link courtesy 

of {Ŝŀƴ /ǊƻƻƪǎǘƻƴΩǎ ǎǘǳŘȅ ƴƻǘŜǎ) 

Requirements 

 Intel Nehalem only (experimental support for AMD) 

 Very limited device support (10GB Ethernet cards, and only a few). As usual the list of 

devices which work will be much larger than the officially certified HCL (the quad port card 

for my HP BL460G6 worked fine as do USB devices) 

 hƴŎŜ ŀ ŘŜǾƛŎŜ ƛǎ ǳǎŜŘ ŦƻǊ ǇŀǎǎǘƘǊƻǳƎƘ ƛǘΩǎ bh¢ ŀǾŀƛƭŀōƭŜ ǘƻ ǘƘe host and therefore other VMs 

 

http://www.techrepublic.com/blog/datacenter/calculate-iops-in-a-storage-array/2182
http://vmtoday.com/2010/01/storage-basics-part-iii-raid/
http://www.vmware.com/go/hcl
http://yfrog.com/h6klabj
http://www.petri.co.il/vmware-esxi4-vmdirectpath.htm
http://www.seancrookston.com/2010/09/12/vcap-dca-objective-1-1-implement-and-manage-complex-storage-solutions-2/
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Configuring the host (step 1 of 2) 

1. Configure PCI device at host level (Configuration -> Advanced Settings under Hardware). 

/ƭƛŎƪ Ψ/ƻƴŦƛƎǳǊŜ tŀǎǎǘƘǊƻǳƎƘΩ ŀƴŘ ǎŜƭŜŎǘ ŀ ŘŜǾƛŎŜ ŦǊƻƳ ǘƘŜ ƭƛǎǘΦ  

bh¢9Υ LŦ ǘƘŜ Ƙƻǎǘ ŘƻŜǎƴΩǘ ǎǳǇǇƻǊǘ 5irectPath a message to that effect will be shown in the 

display window. 

2. Reboot the host for the changes to take effect. 

 

 

 
 

Configuring the VM (step 2 of 2) 

1. Edit the VM settings and add a PCI Device.  

NOTE: The VM must be powered off. 

2. Select the passthrough device from the list (which only shows enabled devices). There is a 

warning that enabling this device will limit features such as snapshots and vMotion). 
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If you want in-depth information about VMDirectPath read this VMware whitepaper. 

To check: does enabling DirectPath I/O on a VM set a memory reservation? P62 ESXi configuration 

guide. 

1.1.5 NPIV 

Stands for N-Port ID Virtualisation. This allows a single HBA adaptor port (provided it supports NPIV) 

ǘƻ ǊŜƎƛǎǘŜǊ ƳǳƭǘƛǇƭŜ ²²tbΩǎ ǿƛǘƘ ǘƘŜ {!b ŦŀōǊƛŎΣ ǊŀǘƘŜǊ ǘƘŀƴ ǘƘŜ ǎƛƴƎƭŜ ŀŘŘǊŜǎǎ ƴƻǊƳŀƭƭȅ ǊŜƎƛǎǘŜǊŜŘΦ 

¸ƻǳ Ŏŀƴ ǘƘŜƴ ǇǊŜǎŜƴǘ ƻƴŜ ƻŦ ǘƘŜǎŜ ²²tbΩǎ ŘƛǊŜŎǘƭȅ ǘƻ ŀ ±aΣ ǘƘǳǎ ŀƭƭƻǿƛƴƎ ȅƻǳ ǘƻ ȊƻƴŜ ǎǘƻǊŀƎŜ ǘƻ ŀ 

specific VM rather than a host (which is normally the only option). Read more in {Ŏƻǘǘ [ƻǿŜΩǎ 

blogpost, Wŀǎƻƴ .ƻŎƘŜΩǎ όƛƴ ŘŜǇǘƘύ ōƭƻƎǇƻǎǘ, {ƛƳƻƴ [ƻƴƎΩǎ Ǉƻǎǘ, and bƛŎƪ ¢ǊƛŀƴǘƻǎΩ ǎǳƳƳŀǊȅ. They 

left me wondering what the real world benefit is to VI admins! 

To use NPIV; 

1. In the VM properties, to go Options -> NPIV.  

NOTE: These options will only be enabled if the VM has an RDM attached. Even if enabled it 

does not guarantee that the HBA/switches support NPIV. 

2. CƻǊ ŀ ƴŜǿ ±aΣ ŎƭƛŎƪ ΨDŜƴŜǊŀǘŜ ƴŜǿ ²²bsΩ  

3. For an existing VM (which is already NPIV enabled) click either; 

a. ΨDŜƴŜǊŀǘŜ ²²bsΩ ǘƻ ŎƘŀƴƎŜ ǘƘŜ ²²b ŀǎǎƛƎƴŜŘ ǘƻ ǘƘƛǎ ±a 

b. Temporarily Disable WWN 

c. Remove WWN 

4. ¸ƻǳΩƭƭ ŀƭǎƻ ƘŀǾŜ ǘƻ ŀŘŘ ǘƘŜ ƴŜǿƭȅ ƎŜƴŜǊŀǘŜŘ ²²tbΩǎ ǘƻ ȅƻǳǊ {!b ȊƻƴŜǎ ŀƴŘ ǎǘƻǊŀƎŜ ŀǊǊŀȅ 

masking (Initiator groups in the case of Netapp). 

http://www.vmware.com/pdf/vsp_4_vmdirectpath_host.pdf
http://blog.scottlowe.org/2009/11/27/understanding-npiv-and-npv/
http://blog.scottlowe.org/2009/11/27/understanding-npiv-and-npv/
http://www.boche.net/blog/index.php/2008/10/28/n_port-id-virtualization-npiv-and-vmware-virtual-infrastructure/
http://www.simonlong.co.uk/blog/2009/07/27/npiv-support-in-vmware-esx4/
http://blogs.netapp.com/storage_nuts_n_bolts/2007/12/whats-the-npiv.html
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NPIV Requirements 

 HBAs and SAN switches must support NPIV. 

 NPIV only works with RDM disks 

 svMotion on an NPIV enabled VM is not allowed (although vMotion is) 

1.1.6 RDM 

Joep Piscaer has written up a good summary of RDMs, and from that article ςάw5aΩǎ ƎƛǾŜǎ ȅƻǳ ǎƻƳŜ 

of the advantages of direct access to a physical device while keeping some advantages of a virtual 

disk in VMFS. As a result, they merge VMFS manageability witƘ Ǌŀǿ ŘŜǾƛŎŜ ŀŎŎŜǎǎέΦ 

 

Use cases include; 

 Various types of clustering including MSCS (see section 4.2) and Oracle OCFS/ASM 

 NPIV 

 Anytime you want to use underlying storage array features (such as snapshots). Some SAN 

management software needs direct acŎŜǎǎ ǘƻ ǘƘŜ ǳƴŘŜǊƭȅƛƴƎ ǎǘƻǊŀƎŜ ǎǳŎƘ ŀǎ bŜǘŀǇǇΩǎ 

SnapManager suite for Exchange and SQL. 

Two possible modes 

 Virtual compatibility 

 Physical compatibility 

Created;  

http://www.virtuallifestyle.nl/2010/01/recommended-detailed-material-on-rdms/
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 like any other VMDK through the VI client, then select RDM and choose mode 

 using vmkfstools -z or vmkfstools -r (see section 1.2 for details) 

 requires block storage (FC or iSCSI) 

NOTE: When cloning a VM with w5aΩǎ όƛƴ ǾƛǊǘǳŀƭ ŎƻƳǇŀǘƛōƛƭƛǘȅ ƳƻŘŜύ ǘƘŜȅ ǿƛƭƭ ōŜ ŎƻƴǾŜǊǘŜŘ ǘƻ 

VMDKs. Cloning a VM with an RDM (in physical compatibility mode) is not supported. 

1.1.7 Storage Filters  

Storage filters are used to adjust default vCenter behaviour when scanning storage. See this post 

ŀōƻǳǘ ǎǘƻǊŀƎŜ ŦƛƭǘŜǊǎ ŀǘ 5ǳƴŎŀƴ 9ǇǇƛƴƎΩǎ ǎƛǘŜ. 

 

There are four filters (all of which are enabled by default); 

1. Host rescan (config.vpxd.filter.hostrescanFilter) 

2. RDM filter (config.vpxd.filter.rdmFilter) 

3. VMFS (config.vpxd.filter.vmfsFilter) 

4. Same hosts and transport (config.vpxd.filter.SameHostAndTransportsFilter) 

 

Configuring storage filters is done in vCenter (not per host); 

1. Go to Administration -> vCenter Settings -> Advanced Settings 

2. Add a key for the filter you want to enable and set the key to FALSE or TRUE.  

NOTE: All filters are enabled by default (value if TRUE) even if not specifically listed. 

 
 

http://www.yellow-bricks.com/2010/08/11/storage-filters/
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Turning off ǘƘŜ ΨIƻǎǘ wŜǎŎŀƴΩ ŦƛƭǘŜǊ ŘƻŜǎ bh¢ ǎǘƻǇ ƴŜǿƭȅ ŎǊŜŀǘŜŘ [¦bǎ ōeing automatically scanned 

for ς it simply stops each host automatically scanning when newly created VMFS Datastores are 

added on another hostΦ ¢Ƙƛǎ ƛǎ ǳǎŜŦǳƭ ǿƘŜƴ ȅƻǳΩǊŜ ŀŘŘƛƴƎ ŀ ƭŀǊƎŜ ƴǳƳōŜǊ ƻŦ ±aC{ 5ŀǘŀǎǘƻǊŜǎ ƛƴ ƻƴŜ 

go (200 via PowerCLI for example) and you want to complete the addition before rescanning all 

hosts in a cluster (otherwise each host could perform 200 rescans). See p50 of the FC SAN 

Configuration Guide. 

 

One occasion where the VMFS filter might be useful is extending a VMFS volume. With vSphere this 

ƛǎ ƴƻǿ ǎǳǇǇƻǊǘŜŘ ōǳǘ LΩǾŜ ƘŀŘ ƛƴǘŜǊƳƛǘǘŜƴǘ ǎǳŎŎŜǎǎ ǿƘŜƴ ŜȄǇŀƴŘƛƴƎ ŀ [¦b ǇǊŜǎŜƴǘŜŘ ōȅ ŀ bŜǘŀǇǇ 

array. The LUN (and underlying volume) has been resized OK but when I try to extend the VMFS no 

valid LUNs are presented. Next time this happens I can try turning off the storage filters (VMFS in 

ǇŀǊǘƛŎǳƭŀǊύ ŀƴŘ ǎŜŜ ƛŦ ƳŀȅōŜ ǘƘŜ ƴŜǿ ǎǇŀŎŜ ƛǎƴΩǘ ǾƛǎƛōƭŜ ǘƻ ŀƭƭ Ƙƻǎǘǎ ǘƘŀǘ ǎƘŀǊŜ ǘƘŜ ±aC{ 5ŀǘŀǎǘƻǊe. 

1.1.8 VMFS Resignaturing 

LUN Resignaturing is used when you present a copy of a LUN to an ESX host, typically created via a 

storage array snapshot. Been around since VI3 but ease of use has increased since. 

bh¢9Υ ¢Ƙƛǎ ŘƻŜǎƴΩǘ ŀǇǇƭȅ ǘƻ bC{ ŘŀǘŀǎǘƻǊŜǎ ŀǎ ǘƘŜȅ ŘƻƴΩǘ ŜƳōŜŘ ŀ ¦¦L5 ƛƴ ǘƘŜ ƳŜǘŀŘŀǘŀΦ 

 

Resignaturing a LUN copy using the VI Client; 

1. Click Add Storage on a host and select the LUN copy. 

2. On the next screen choose either; 

a. Keep existing signature. This can only be done if the original VMFS Datastore is 

offlinŜ ƻǊ ǳƴŀǾŀƛƭŀōƭŜ ǘƻ ǘƘƛǎ Ƙƻǎǘ όȅƻǳΩǊŜ ǘǊȅƛƴƎ ǘƻ Ƴƻǳƴǘ ŀ ƳƛǊǊƻǊŜŘ ǾƻƭǳƳŜ ŀǘ ŀ 5w 

site for example).  

bh¢9Υ LŦ ȅƻǳ ǘǊȅ ŀƴŘ ǘƘŜ ƻǘƘŜǊ ±aC{ 5ŀǘŀǘǎǘƻǊŜ ƛǎ ŀŎŎŜǎǎƛōƭŜ ȅƻǳΩƭƭ ƎŜǘ ŀƴ ŜǊǊƻǊ 

stating that the host configuration change was not possible and the new datastore 

ǿƻƴΩǘ ōŜ ƳƻǳƴǘŜŘΦ 

b. Assign a new signature (data is retained). This is persistent and irreversible. 
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c. Format the disk. This assigns a new signature but any existing data IS LOST.

 
 

Resignaturing a LUN copy using the command line (use vicfg-volume from RCLI or vMA); 

1. Ψesxcfg-volume ςlΩ ǘƻ ǎŜŜ ŀ list of copied volumes 

2. Choose either; 

a. ΨŜǎȄŎŦƎ-volume ςr <previous VMFS label | UUID>  to resignature the volume 

b. Ψesxcfg-volume ςM <previous VMFS label | UUID>  to mount the volume without 

resignaturing (use lower case m for temporary mount rather than persistent). 

 

Full details for these operations can be followed in VMwareKB1011387 

1.1.9 LUN Masking 

This can be done in various ways (Netapp implement LUN Masking through the use of Initiator 

Groups) but for the VCAP-DCA ǘƘŜȅΩǊŜ ǊŜŦŜǊǊƛƴƎ ǘƻ t{! ǊǳƭŜǎΦ For a good overview of both why you 

might want to do this at the hypervisor layer (and how) see this blogpost at Punching Clouds. 

 

You can mask; 

 Complete storage array 

 One or more LUNs 

 Specific paths to a LUN 

To mask a particular LUN (for example); 

1. Get a list of existing claim rules (so you can get a free ID for your new rule); 

esxcli corestorage claimrule list 

NOTE: You can skip this if you use ςu to autoassign a new ID 

2. Create a new rule to mask the LUN; 

esxcli corestorage claimrule add --rule <number> -t location -A <hba_adapter> -C <channel> -

T <target> -L <lun> -P MASK_PATH 

http://kb.vmware.com/kb/1011387
http://www.punchingclouds.com/?p=965
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For example; 

esxcli corestorage claimrule add --rule 120 -t location ςA vmhba1 -C 0 ςT 0 -L 20 -P 

MASK_PATH 

3. Load this new rule to make MASK_PATH module the owner; 

esxcli corestorage claimrule load 

4. Unclaim existing paths to the masked LUN. Unclaiming disassociates the paths from a PSA 

plugin. These paths are currently owned by NMP. You need to dissociate them from NMP 

and have them associated to MASK_PATH; 

esxcli corestorage claiming reclaim ςt location ςA vmhba1 -C 0 ςT 0 -L 20 

NOTE: ̧ ƻǳ Ŏŀƴǘ ǊŜŎƭŀƛƳ ŀ ǇŀǘƘ ǘƘŀǘΩǎ ŀŎǘƛǾŜΦ 

5. Run the claim rules 

esxcli corestorage claimrule run 

6. Verify that the LUN/datastore is no longer visible to the host. 

esxcfg-scsidevs --vmfs 

 

¢Ƙƛǎ ƛǎ ŀ ǇǊŜǘǘȅ ŎƻƴǾƻƭǳǘŜŘ ǇǊƻŎŜŘǳǊŜ ǿƘƛŎƘ L ƘƻǇŜ L ŘƻƴΩǘ ƘŀǾŜ ǘƻ ǊŜƳŜƳōŜǊ ƛƴ ǘƘŜ ŜȄŀƳΗ 

VMwareKB1009449 dŜǎŎǊƛōŜǎ ǘƘƛǎ ǇǊƻŎŜǎǎ ƛƴ ŘŜǘŀƛƭ ŀƴŘ ƛǘΩǎ ŀƭǎƻ ŘƻŎǳƳŜƴǘŜŘ ƻƴ Ǉун ƻŦ ǘƘŜ C/ {!b 

Configuration Guide and p96 of the Command Line Interface Installation and Reference Guide (both 

of which should be available during the exam). 

 

To determine if you have any masked LUNs; 

1. List the visible paths on the ESX host and look for any entries containing MASK_PATH 

esxcfg-mpath ςL | grep MASK_PATH 

 

hōǾƛƻǳǎƭȅ ƛŦ ȅƻǳ ǿŀƴǘ ǘƻ Ƴŀǎƪ ŀ [¦b ŦǊƻƳ ŀƭƭ ǘƘŜ Ƙƻǎǘǎ ƛƴ ŀ ŎƭǳǎǘŜǊ ȅƻǳΩŘ ƘŀǾŜ ǘƻ Ǌǳƴ ǘƘŜǎŜ 

commands on every host. ²ƛƭƭƛŀƳ [ŀƳΩǎ ŘƻƴŜ a useful post about automating esxcli. ¢ƘŜǊŜΩǎ ŀƭǎƻ ŀƴ 

online reference to the esxcli command line. 

 

bh¢9Υ LǘΩǎ ǊŜŎƻƳƳŜƴŘŜŘ ǘƘŀǘ ȅƻǳ Ŧƻƭƭƻǿ ǘƘŜ ǇǊƻŎŜŘǳǊŜ ŀōƻǾŜ 9±9w¸¢La9 ȅƻǳ ǊŜmove a LUN from a 

host! So if you have 16 hosts in a cluster and you want to delete one empty LUN you have to 

1. Mask the LUN at the VMkernel layer on each of the hosts 

2. Unpresent the LUN on your storage array 

3. Cleardown the masking rules you created in step 1 (again for every host) 

 

Seem unbelievable? Read VMwareKB1015084Χ 

1.1.10 Analyse I/O workloads  

There are numerous tools to analyse I/O - IOMeter, vSCSIStats, Perfmon, esxtop etc . Things to 

measure; 

 IOPs 

 Throughput 

 Bandwidth 

 Latency 

 Workload pattern ς percentage reads vs writes, random vs sequential, packet sizes (small vs 

large) 

http://kb.vmware.com/kb/1009449
http://www.virtuallyghetto.com/2010/06/esxcli-part2-automating-esxcli-using.html
http://pubs.vmware.com/vsp40/wwhelp/wwhimpl/js/html/wwhelp.htm#href=fc_san_config/r_esxcli_corestorage_options.html
http://kb.vmware.com/kb/1015084
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 IO adjacency (this is where vscsiStats comes in) 

You can read more  

 

¢ƘŜǊŜΩǎ ŀ ǳǎŜŦǳƭ post at vSpecialist.co.uk, plus some good PowerCLI scripts to collect metrics via 

esxtop (courtesy of Clinton Kitson) 

 

VMware publish plenty of resources to help people virtualise existing apps, and that includes the I/O 

requirements (links courtesy of Scott Lowe); 

 Exchange 

 SQL Server 

 Oracle 

1.1.11 Storage best practices  

How long is a piece of string? 

 

 VMware white paper on storage best practices 

 Storage Best Practices for Scaling Virtualisation Deployments (TA2509, VMworld 2009) 

 Best Practices for Managing and Monitoring Storage ό±aорссΣ ±aǿƻǊƭŘ Ωлфύ 

 Storage Best Practices and Performance Tuning (TA8065, VMworld 2010, subscription 

required at time of writing) 

 Netapp and vSphere storage best practices (including filesystem alignment) 

 wŜŀŘ {Ŏƻǘǘ [ƻǿŜΩǎ aŀǎǘŜǊƛƴƎ ±aǿŀǊŜ Ǿ{ǇƘŜǊŜ п ōƻƻƪΣ ŎƘŀǇǘŜǊ с όǿƘŜǊŜ ƘŜ specifically talks 

about storage best practices) 

 {ǘŜǇƘŜƴ CƻǎƪŜǘΩǎ presentation about thin provisioning 

. 

 

 

http://www.vspecialist.co.uk/objective-1-1-analyse-io-workloads/
https://community.emc.com/message/530821
https://community.emc.com/message/530821
http://blog.scottlowe.org/
http://www.vmware.com/solutions/business-critical-apps/exchange/resources.html
http://www.vmware.com/solutions/business-critical-apps/sql/resources.html
http://www.vmware.com/solutions/business-critical-apps/oracle/
http://www.vmware.com/technical-resources/virtual-storage/best-practices.html
http://www.vmworld.com/docs/DOC-3812
http://www.vmworld.com/docs/DOC-4013
http://www.vmworld.com/community/sessions/2010/
http://media.netapp.com/documents/tr-3749.pdf
http://blog.fosketts.net/series/state-of-the-art-thin-provisioning/
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1.2 Manage storage capacity in a vSphere environment  

Knowledge 

 Identify storage provisioning methods 

 Identify available storage monitoring tools, metrics and alarms 

Skills and Abilities 

 Apply space utilization data to manage storage resources 

 Provision and manage storage resources according to Virtual Machine requirements 

 Understand interactions between virtual storage provisioning and physical storage provisioning 

 Apply VMware storage best practices 

 Configure datastore alarms 

 Analyze datastore alarms and errors to determine space availability 

Tools & learning resources 

 Product Documentation 

o vSphere Datacenter Administration Guide 

o Fibre Channel SAN Configuration Guide 

o iSCSI SAN Configuration Guide 

o Ǿ{ǇƘŜǊŜ /ƻƳƳŀƴŘπ[ƛƴŜ LƴǘŜǊŦŀŎŜ Lƴǎǘŀƭƭŀǘƛƻƴ ŀƴŘ {ŎǊƛǇǘƛƴƎ DǳƛŘŜ 

 vSphere Client 

 vSphere CLI 

o vmkfstools 

 aŀǊŎ tƻƭƻΩǎ ǎǘǳŘȅ ƎǳƛŘŜ ƴƻǘŜǎ 

 

Managing storage capacity is another potentially huge topic, even for a midsized company. The 

storage management functionality within vSphere is fairly comprehensive. 

1.2.1 Storage provisioning methods  

There are three main protocols you can use to provision storage; 

 Fibre channel 

o Block protocol 

o Uses multipathing (PSA framework) 

o Configured via vicfg-mpath, vicfg-scsidevs 

 iSCSI 

o block protocol 

o Uses multipathing (PSA framework) 

o hardware or software (boot from SAN is h/w initiator only) 

o configured via vicfg-iscsi, esxcfg-swiscsi and esxcfg-hwiscsi, vicfg-mpath, esxcli  

 NFS 

o File level (not block) 

o No multipathing (uses underlying Ethernet network resilience) 

o Thin by default 

o no RDM, MSCS 

o configured via vicfg-nas 

http://www.vmware.com/pdf/vsphere4/r41/vsp_41_dc_admin_guide.pdf
http://www.vmware.com/pdf/vsphere4/r41/vsp_41_san_cfg.pdf
http://www.vmware.com/pdf/vsphere4/r41/vsp_41_iscsi_san_cfg.pdf
http://www.vmware.com/pdf/vsphere4/r41/vsp4_41_vcli_inst_script.pdf
http://blog.mrpol.nl/2011/02/06/vcap-dca-objective-1-2-manage-storage-capacity-in-a-vsphere-environment/
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L ǿƻƴΩǘ Ǝƻ ƛƴǘƻ ƳǳŎƘ ŘŜǘŀƛƭ ƻƴ ŜŀŎƘΣ Ƨǳǎǘ ƳŀƪŜ ǎǳǊŜ ȅƻǳΩǊŜ ƘŀǇǇȅ ǇǊƻǾƛǎƛƻƴƛƴƎ ǎǘƻǊŀƎŜ ŦƻǊ ŜŀŎƘ 

protocol both in the VI client and the CLI. 

Know the various options for provisioning storage; 

 VI  client. Can be used to create/extend/delete all types of storage. VMFS volumes created 

via the VI client are automatically aligned. 

 CLI ς vmkfstools.  

o NOTE: When creating a VMFS datastore via CLI you need to align it. Check VMFS 

ŀƭƛƎƴƳŜƴǘ ǳǎƛƴƎ Ψfdisk ςluΩΦ wŜŀŘ ƳƻǊŜ ƛƴ 5ǳƴŎŀƴ 9ǇǇƛƴƎΩǎ ōƭƻƎǇƻǎǘ. 

 PowerCLI. Managing storage with PowerCLI - VMwareKB1028368 

 Vendor pluginǎ όbŜǘŀǇǇ w/¦ ŦƻǊ ŜȄŀƳǇƭŜύΦ LΩƳ ƴƻǘ ƎƻƛƴƎ ǘƻ ŎƻǾŜǊ ǘƘƛǎ ƘŜǊŜ ŀǎ L Řƻǳōǘ ǘƘŜ 

VCAP-DCA exam environment will include (or assume any knowledge of) these! 

 

NOTE: With vSphere you can now extend an existing VMFS partition (assuming you have contiguous 

space in the underlying LUN). 

 

When provisioning storage there are various considerations; 

 Thin vs thick 

 Extents vs true extension 

 Local vs FC/iSCSI vs NFS 

 VMFS vs RDM 

Using vmkfstools 

The most useful vmkfstools commands; 

 vmkfstools ςc 10GB <path to VMDK> 

Create a 10GB VMDK (defaults to zeroedthick with a BUSLOGIC adapter. 

 vmkfstools -c 10g -d eagerzeroedthick ςa lsilogic /vmfs/volumes/zcglabsvr7local/test.vmdk 

Create a 10GB VMDK in eagerzeroedthick format with an LSILOGIC adapter 

 vmkfstools ςX 10g <path to VMDK> 

Extend the virtual disk by 10GB 

 vmkfstools -i <path to VMDK> 

Inflate the virtual disk, defaults to eagerzeroedthick. (thin to thick provisioning) 

 vmkfstools ςr /vmfs/devices/disks/naa.600c0ff000d5c3830473904c01000000 myrdm.vmdk 

vmkfstools ςz /vmfs/devices/disks/naa.600c0ff000d5c3830473904c01000000 myrdmp.vmdk 

The top command creates an RDM in virtual compatibility mode 

The bottom command creates and RDM in physical compatibility mode 

 vmkfstools ςD <path to VMDK> 

/ƘŜŎƪ ǘƘŜ ŦƻǊƳŀǘ ƻŦ ŀ ±a5Y ǘƻ ŘŜǘŜǊƳƛƴŜ ƛŦ ƛǘΩǎ ŜŀƎŜǊȊŜǊƻŜŘǘƘƛŎƪ όǊŜǉǳƛǊŜŘ ŦƻǊ C¢ ŀƴŘ a{ 

ŎƭǳǎǘŜǊƛƴƎύΦ LŦ ǘƘŜ ΨǘōȊΩ ǾŀƭǳŜ ƛǎ ȊŜǊƻ ǘƘŜ Řƛǎƪ ƛǎ ŜŀƎŜǊȊŜǊƻŜŘǘƘƛŎƪΦ ¸ƻǳ Ŏŀƴ ǊŜŀŘ ŀ Ŧǳƭƭ 

description for this process in VMwareKB1011170

 

http://www.yellow-bricks.com/2010/04/08/aligning-your-vms-virtual-harddisks/
http://kb.vmware.com/kb/1028368
http://kb.vmware.com/kb/1011170
http://kb.vmware.com/kb/1011170
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Another very useful VMwareKB article about vmkfstools 

1.2.2 Storage monitoring tools, metrics and alarms  

Native storage monitoring GUI tools include datastore ŀƭŀǊƳǎΣ ǘƘŜ Ψ{ǘƻǊŀƎŜ ±ƛŜǿǎΩ ǇƭǳƎƛƴ όƴŜǿ ǘƻ 

vSphere), vCenter performance charts and the datastore inventory view. 

 The datastore view lets you see which hosts have a given datastore mounted along with free 

space, track events and tasks per datastore (for auditing for example), along with 

permissions per datastore. 

 The Storage Views tab shows more detailed information about capacity, pathing status, 

storage maps, snapshot sizes (very useful) etc 

 vCenter performance charts help you analyse bandwidth, latency, IOps and more. Using 

vCenter Charts is covered in section 3.4, Perform Capacity Planning in a vSphere 

environment. 

 
NOTE: Most array vendors provide tools which are far more sophisticated than the native vSphere 

tools for monitoring capacity, performance and vendor specific functionality (such as dedupe) 

although theyΩǊŜ ǊŀǊŜƭȅ ŦǊŜŜΗ 

Creating datastore alarms 

²ƘŜƴ ŎǊŜŀǘƛƴƎ ŀƴ ŀƭŀǊƳ ȅƻǳ Ŏŀƴ ƳƻƴƛǘƻǊ ŜƛǘƘŜǊ ΨŜǾŜƴǘǎΩ ƻǊ ΨŎƻƴŘƛǘƛƻƴ ŎƘŀƴƎŜǎΩ ƻƴ ǘƘŜ ƻōƧŜŎǘ ƛƴ 

question, in this case datastores.  

 

When configured for event monitoring you can monitor; 

 VMFS created/extending/deleting a new datastore 

 NAS created/extending/deleting a new datastore 

 File or directory copied/deleted/moved 

²ƘŜƴ ŎƻƴŦƛƎǳǊŜŘ ŦƻǊ ΨǎǘŀǘŜΩ ŎƘŀƴƎŜǎ ȅƻǳ Ŏŀƴ ƳƻƴƛǘƻǊΤ 

http://kb.vmware.com/kb/1028042
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 Disk % full 

 Disk % over allocated 

 Datastore to All Hosts 

 

²ƘƛƭŜ ǘƘŜǎŜ ǎŜŜƳ ǎǘǊŀƛƎƘǘŦƻǊǿŀǊŘ ǘƘŜǊŜ ŀǊŜ ŎƻƳǇƭƛŎŀǘƛƻƴǎΦ LŦ ȅƻǳΩǊŜ ǳǎƛƴƎ bC{ ŀƴŘ ŀǊǊŀȅ ƭŜǾŜƭ 

ŘŜŘǳǇƭƛŎŀǘƛƻƴ ŦƻǊ ŜȄŀƳǇƭŜ ǘƘŜ ΨǎŀǾƛƴƎǎΩ ŦǊƻƳ ŘŜŘǳǇŜ ǿƛƭƭ ōŜ ǊŜŦƭŜŎǘŜŘ ƛƴ Ǿ/ŜƴǘŜǊΦ LŦ ȅƻǳ ǎŜǘ ŀƴ ŀƭŀǊƳ 

ƻƴƭȅ ǘƻ ƳƻƴƛǘƻǊ Ψ҈5ƛǎƪ ŦǳƭƭΩ ǘƘŜƴ ȅƻǳ Ƴŀȅ ŦƛƴŘ ȅƻǳΩǾŜ ƳŀǎǎƛǾŜƭȅ ƻǾŜǊǇǊƻǾƛǎƛƻƴŜŘ ǘƘŜ ǾƻƭǳƳŜ όbC{ ƛǎ 

also thin provisioned by default) before you reach a capacity alert. The solution is to monitor both 

Ψ҈5ƛǎƪ ƻǾŜǊŀƭƭƻŎŀǘƛƻƴΩ and Ψ%Disk ŦǳƭƭΩ and only generate an alert if both conditions are met. 

 

 
 

! ǎƻƭǳǘƛƻƴ LΩǾŜ ǿƻǊƪŜŘ ǿƛǘƘ ƛǎ ǘƻ ŎǊŜŀǘŜ ƳǳƭǘƛǇƭŜ ΨǎŜǊǾƛŎŜ ƭŜǾŜƭǎΩ ōȅ ƎǊƻǳǇƛƴƎ ȅƻǳǊ ŘŀǘŀǎǘƻǊŜǎ ƛƴǘƻ 

separate folders and then setting different alarms on each folder. For instance I want an alert if a 

production datastore is overprovision ōȅ ƳƻǊŜ ǘƘŀƴ мнл҈ ōǳǘ LΩƳ ƘŀǇǇȅ ŦƻǊ ǘƘƛǎ ǘƘǊŜǎƘƻƭŘ ǘƻ ōŜ 

150% for nonprod VMs; 

 
There are also storage capacity related alarms on the VM objects; 

 VM Total size on disk 

 VM snapshot size 

 VM Disk usage (kbps) 

1.2.3 Understand interactions between virtual storage a nd physical storage  

Wide open topic, which will also vary depending on the storage vendor. Always remember that a 

ΨǎƛƳǇƭŜΩ ŎƘŀƴƎŜ Ŏŀƴ ƘŀǾŜ ǳƴŜȄǇŜŎǘŜŘ ƛƳǇƭƛŎŀǘƛƻƴǎΤ 

 Increasing capacity (extending a LUN using an extent) could improve (or decrease) 

performance depending on the underlying storage array (for example the new LUN is on few 
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slow spindles). Your requirement to increase capacity might also impact availability ς if a 

second LUN is provisioned and added as an extent you now have two LUNs to manage (and a 

failure of either means the datastore goes offline). 

 Consider queues - disk queues, HBA queues, LUN queues etc. Read more. 

 Consider SCSI reservations (number of VMs per VMFS). VMwareKB1005009. See section 6.4 

for information about troubleshooting SCSI reservations. Read more here 

 If you run a disk defragment (or a full disk format) in the guest OS it will inflate the 

underlying thin provisioned VMDK to maximum size. 

 Thin or thick may have performance implications - if the disk is eagerzeroedthick then the 

blocks in the underlying storage needs to be zeroed out, resulting in provisioning taking 

longer. NOTE: There is very little performance impact from using thin disks under typical 

circumstances. (VMware whitepaper on thin provisioning performance). 

 An svMotion could be moving a VM from a tier 1 datastore (high performance storage) to a 

datastore on tier 2 (slower) storage. A well planned naming scheme should make you aware 

of these implications. 

 5ƻƛƴƎ ŀ Ǿaƻǘƛƻƴ ŎŀƴΩǘ ƛƳǇŀŎǘ ǎǘƻǊŀƎŜ ǊƛƎƘǘΚ ¢ƘŜ ±a5YΩǎ ŀǊŜ ǎƘŀǊŜŘ ŀƴŘ ŘƻƴΩǘ ƳƻǾŜΦ .ǳǘ 

ǿƘŀǘ ƛŦ ȅƻǳΩǊŜ ǾƛǊǘǳŀƭ ǎǿŀǇ ŦƛƭŜǎ ŀǊŜ ƻƴ ƭƻŎŀƭ ŘƛǎƪΚ !ƘΧΦ 

 Create one VM in the datastore ǿƻƴΩǘ ƴŜŎŜǎǎŀǊƛƭȅ ŎƻƴǎǳƳŜ ǘƘŜ ǎŀƳŜ ŀƳƻǳƴǘ ƻŦ storage on 

the underlying array and might impact DRς dedupe, snap mirror, snap reserve all impacted 

 VAAI ς Ǿ{ǇƘŜǊŜ пΦм Ƙŀǎ ƛƴǘǊƻŘǳŎŜŘ ΨŀǊǊŀȅ ƻŦŦƭƻŀŘƛƴƎΩ ǿƘƛŎƘ ŀŦŦŜŎǘǎ ƛƴǘŜǊŀŎǘƛƻƴ ōŜǘǿŜŜƴ 

virtual and physical storage, but today the VCAP-DCA lab is built on vSphere 4.0. 

 You can change disk format while doing a svMotion (from thick to thin for example). These 

operations have an impact on your storage array so consider doing mass migrations out of 

hours (or whenever your array is less busy). 

1.2.4 Apply VMware Storage best practices  

{ŜŎǘƛƻƴ сΦп ό¢ǊƻǳōƭŜǎƘƻƻǘƛƴƎ {ǘƻǊŀƎŜύ ƛǎ ǿƘŜǊŜ ǘƘŜ ōƭǳŜǇǊƛƴǘ ƭƛǎǘǎ ΨǊŜŎŀƭƭ Ǿ{ǇƘŜǊŜ ƳŀȄƛƳǳƳǎΩ ōǳǘ ƛǘ 

makes more sense to cover them here as they impact storage capacity planning. The relevant limits; 

 255 LUNs per host 

 32 paths per LUN 

 1024 paths per host  

 256 VMs per VMFS volume 

 2TB -512 bytes max per VMFS extent 

 32 extents per VMFS (for a max 64TB volume) 

 8 NFS datastores (default, can be increased to 64) 

 8 HBAs per host 

 16 HBA ports per host 

 

Reference the full list; vSphere Configuration Maximums 

Provision and manage storage resources according to Virtual Machine requirements 

 When sizing VMFS volumes ensure you account for snapshots, VM swapfiles etc as well as 

VMDK disk sizes. 

 When sizing LUNs there are two primary options; 

http://communities.vmware.com/docs/DOC-5490
http://kb.vmware.com/kb/1005009
http://www.las-solanas.com/storage_virtualization/esx_san_performance_guide.php
http://www.vmware.com/pdf/vsp_4_thinprov_perf.pdf
http://www.vmware.com/pdf/vsphere4/r40/vsp_40_config_max.pdf
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o Predictive sizing. Understand the IO requirements of your apps first, then create 

multiple VMFS volumes with different storage characteristics. Place VMs in the 

appropriate LUN. 

o  Adaptive sizing. Create a few large LUNs and start placing VMs in them. Check 

performance and create new LUNs when performance is impacted. 

 Also consider that different VM workloads may need different performance characteristics 

(ie underlying RAID levels) which can affect LUN size and layout. 

 Use disk shares (and SIOC with vSphere 4.1) to control storage contention. With disk shares 

ǘƘŜ ŎƻƴǘŜƴǘƛƻƴ ƛǎ ǊŜƎǳƭŀǘŜŘ ǇŜǊ ƘƻǎǘΣ ǿƛǘƘ {Lh/ ƛǘΩǎ ǊŜƎǳƭŀǘŜŘ ǇŜǊ ŎƭǳǎǘŜǊΦ 
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1.3 Configure and manage complex multi -pathing and PSA plugins  

Knowledge 

 Explain the Pluggable Storage Architecture (PSA) layout 

Skills and Abilities 

 Lƴǎǘŀƭƭ ŀƴŘ /ƻƴŦƛƎǳǊŜ t{! ǇƭǳƎπƛƴǎ 

 Understand different multipathing policy functionalities 

 Perform command line configuration of multipathing options 

 Change a multipath policy 

 Configure Software iSCSI port binding 

Tools & learning resources 

 Product Documentation 

o Ǿ{ǇƘŜǊŜ /ƻƳƳŀƴŘπ[ƛƴŜ Interface Installation and Scripting Guide 

o ESX Configuration Guide 

o ESXi Configuration Guide 

o Fibre Channel SAN Configuration Guide 

o iSCSI SAN Configuration Guide 

 vSphere Client 

 vSphere CLI 

o esxcli 

 VMware KB articles 

o Understanding the storage path failover sequence in VMware ESX 4.x 

o VMworld 2009 - iSCSI Storage Performance Enhancement in vSphere 4 

 

This section overlaps with objectives 1.1 (Advanced storage management) and 1.2 (Storage capacity) 

but covers the multipathing functionality in more detail. 

1.3.1 Understanding the PSA layout  

The PSA layout is well documented here, here. The PSA architecture is for block level protocols (FC 

and iSCSI) - ƛǘ ƛǎƴΩǘ ǳǎŜŘ ŦƻǊ bC{Φ 

 

 
 

Terminology; 

 MPP = one or more SATP + one or more PSP 

 NMP = native multipathing plugin 

 SATP = traffic cop 

 PSP = driver 

http://www.vmware.com/pdf/vsphere4/r41/vsp4_41_vcli_inst_script.pdf
http://www.vmware.com/pdf/vsphere4/r41/vsp_41_esx_server_config.pdf
http://www.vmware.com/pdf/vsphere4/r41/vsp_41_esxi_server_config.pdf
http://www.vmware.com/pdf/vsphere4/r41/vsp_41_san_cfg.pdf
http://www.vmware.com/pdf/vsphere4/r41/vsp_41_iscsi_san_cfg.pdf
http://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayKC&externalId=1027963
http://mylearn.vmware.com/courseware/51227/TA3264_formatted.pdf
http://geeksilver.wordpress.com/2010/08/17/vmware-vsphere-4-1-psa-pluggable-storage-architecture-understanding/
http://blogs.netapp.com/virtualstorageguy/2009/05/vsphere-introduces-the-plug-n-play-san.html
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There are four possible pathing policies; 

 MRU = Most Recently Used. Typically used with active/passive (low end) arrays.  

 Fixed = The ǇŀǘƘ ƛǎ ŦƛȄŜŘΣ ǿƛǘƘ ŀ ΨǇǊŜŦŜǊǊŜŘ ǇŀǘƘΩΦ hƴ ŦŀƛƭƻǾŜǊ ǘƘŜ ŀƭǘŜǊƴŀǘƛǾŜ ǇŀǘƘǎ ŀǊŜ ǳǎŜŘΣ 

but when the original path is restored it again becomes the active path. 

 Fixed_AP = ƴŜǿ ǘƻ Ǿ{ǇƘŜǊŜ пΦмΦ ¢Ƙƛǎ ŜƴƘŀƴŎŜǎ ǘƘŜ ΨCƛȄŜŘΩ ǇŀǘƘƛƴƎ ǇƻƭƛŎȅ to make it 

applicable to active/passive arrays and ALUA capable arrays. If no user preferred path is set 

it will use its knowledge of optimised paths to set preferred paths. 

 RR = Round Robin 

 

One way to think of ALUA is as a form of Ψŀǳǘƻ ƴŜƎƻǘƛŀǘŜΩΦ ¢ƘŜ ŀǊǊŀȅ ŎƻƳƳǳƴƛŎŀǘŜǎ ǿƛǘƘ ǘƘŜ 9{· Ƙƻǎǘ 

and lets it know the available path to use for each LUN, and in particular which is optimal. ALUA 

tends to be offered on midrange arrays which are typically asymmetric active/active rather than 

symmetric active/active (which tend to be even more expensive). Determining whether an array is 

ΨǘǊǳŜΩ ŀŎǘƛǾŜκŀŎǘƛǾŜ ƛǎ ƴƻǘ ŀǎ ǎƛƳǇƭŜ ŀǎ ȅƻǳ ƳƛƎƘǘ ǘƘƛƴƪΗ wŜŀŘ CǊŀƴƪ 5ŜƴƴŜƳŀƴΩǎ ŜȄŎŜƭƭŜƴǘ ōƭƻƎpost 

on the subject. hǳǊ bŜǘŀǇǇ оллл ǎŜǊƛŜǎ ŀǊǊŀȅǎ ŀǊŜ ŀǎȅƳƳŜǘǊƛŎ ŀŎǘƛǾŜκŀŎǘƛǾŜ ǊŀǘƘŜǊ ǘƘŀƴ ΨǘǊǳŜΩ 

active/active.  

1.3.2 Install  and configure  a PSA plugin  

There are three possible scenarios where you need to install/configure a PSA plugin; 

1. Third party MPP - add/configure a vendor supplied plugin 

2. SATPs - configure the claim rules  

3. PSPs - set the default PSP for a SATP 

Installing/configuring a new MPP 

Installing a third party MPP (to supplement the NMP) is either done through the command line (by 

using esxupdate or vihostupdate with a vendor supplied bundle) or Update Manager, depending on 

ǘƘŜ ǾŜƴŘƻǊΩǎ ǎǳǇǇƻǊǘΦ tƻǿŜǊǇŀǘƘ ōȅ 9a/ ƛǎ ƻƴŜ ƻŦ ǘƘŜ Ƴƻǎǘ well-known third party MPPs - 

instructions for installing it can be found in VMwareKB1018740 or in this whitepaper on RTFM. 

 

After installing the new MPP you may need to configure claim rules which determine which MPP is 

used - the default NMP (including MASK_PATH) or your newly installed third party MPP. 

To see which MPPs are currently used; 

esxcli corestorage claimrule list 

 

To change the owner of any given LUN (for example); 

esxcli corestorage claimrule add --rule 110 --type location -A vmhba33 -C 0 -T 0 -L 4 -P <MPPname> 

esxcli corestorage claimrule load 

esxcli corestorage claiming unclaim --type location -A vmhba33 -C 0 -T 0 -L 4 

esxcli corestorage claimrule run 

 

To check the new settings; 

esxcli corestorage claimrule list 

Configuring an SATP 

http://frankdenneman.nl/2010/03/esx4-alua-and-hp-continuous-access/
http://kb.vmware.com/kb/1018740
http://www.rtfm-ed.co.uk/docs/vmwdocs/whitepaper-emc-powerpath.pdf
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You can configure claim rules to determine which SATP claims which paths. This allows you to 

configure a new storage array from MyVendor (for example) so that any devices belonging to that 

storage array are automatically handled by a SATP of your choice. 

 

To see a list of available SATPs and the default PSP for each; 

esxcli nmp satp list (OR esxcfg-mpath -G to just see the SATPs) 

To set criteria which determine how a SATP claims paths; 

esxcli nmp satp listrules 

esxcli nmp satp addrule --ǾŜƴŘƻǊҐέbŜǘŀǇǇέ --ƳƻŘŜƭҐέонпл!9έ --satp=VMW_SATP_ALUA 

NOTE: This is different to the claimrules at the MPP level (esxcli corestorage claimrule) 

Configuring the default PSP for a SATP 

To change the default PSP; 

esxcli nmp satp setdefaultpsp --satp VMW_SATP_ALUA --psp VMW_RR 

 

NOTE: We use Netapp 3000 series arrays and they use the generic VMW_SATP_ALUA SATP. This has 

aw¦ ŀǎ ƛǘǎ ŘŜŦŀǳƭǘ t{t ŜǾŜƴ ǘƘƻǳƎƘ ww ƛǎ ǘƘŜ ΨōŜǎǘ ǇǊŀŎǘƛŎŜΩ ǊŜŎƻƳƳŜƴŘŀǘƛƻƴ ŦƻǊ ǘƘƛǎ ǎǘƻǊŀƎŜ ŀǊǊŀȅΦ 

If we change the default PSP however and then introduce a different array to our environment 

(which also uses the same SATP) it could get an unsuitable policy.  

There is already a claimrule for the Vendor code NETAPP (esxcli nmp satp listrules).  

5ǳƴŎŀƴ 9ǇǇƛƴƎΩǎ ōƭƻƎǇƻǎǘ 

Good post from DeinosCloud 

1.3.3 Administering  path policy (GUI)  

Viewing the multipathing properties (GUI) 

From the VI client go to Configuration -> Storage, select the Datastore and then Properties -> 

Manage Paths. This will show the SATP and PSP in use; 

 
hŦǘŜƴ ȅƻǳΩƭƭ ƘŀǾŜ ŀŎŎŜǎǎ ǘƻ ǾŜƴŘƻǊ ǘƻƻƭǎ ŀǎ ǿŜƭƭ ŀǎ ǘƘŜ ±L ŎƭƛŜƴǘ ōǳǘ ǘƘƛǎ ŘƻŜǎƴΩǘ ŀƭǿŀȅǎ ƘŜƭǇ ς the 

bŜǘŀǇǇ ǇƭǳƎƛƴ ŦƻǊ ŜȄŀƳǇƭŜ ŘƻŜǎƴΩǘ ǎƘƻǿ ǘƘŜ ƳǳƭǘƛǇŀǘƘƛƴƎ ǇƻƭƛŎȅ ŦƻǊ ŀ [¦b ŀƭǘƘƻǳƎƘ ƛǘ ŘƻŜǎ ǎƘƻǿ 

whether ALUA is enabled or not; 

http://www.yellow-bricks.com/2009/03/19/pluggable-storage-architecture-exploring-the-next-version-of-esxvcenter/
http://deinoscloud.wordpress.com/2011/02/28/vmware-psa-mpp-nmp-psp-mru-and-tutti-quanti/
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Changing the path policy (GUI) 

1. Dƻ ǘƻ ΨaŀƴŀƎŜ tŀǘƘǎΩ ŀƴŘ ǎŜǘ ǘƘŜ ŎƻǊǊŜŎǘ ǘȅǇŜ.  

2. Should be set consistently for every host with access to the LUN.  

3. Use ESXTOP to monitor traffic on each HBA to ensure the paths are working as expected. 

1.3.4 Administering  path policy (CLI)  

Lƴ ƎŜƴŜǊŀƭ ǘƘŜ /[L ƛǎ ƳƻǊŜ ǳǎŜŦǳƭ ǘƘŀƴ ǘƘŜ ±L ŎƭƛŜƴǘ ōŜŎŀǳǎŜ ƛǘΩǎ ŎƻƳƳon to have multiple LUNs 

connected to multiple hosts (in an HA/DRS cluster for example). Rather than manually adjusting lots 

of paths the CLI can be scripted. 

Changing a specific path policy (CLI) 

Setting the path policy for a LUN, path or adaptor is very similar to viewing it; 

[root@host ~]# esxcli nmp device setpolicy --device naa.xxx --psp VMW_PSP_RR 

true 

[root@host ~]# 

 

bh¢9Υ ŜǎȄŎƭƛ ŘƻŜǎƴΩǘ ǿƻǊƪ ŀǎ ȅƻǳΩŘ ŜȄǇŜŎǘ ǿƛǘƘ Ǿƛ-ŦŀǎǘǇŀǎǎΦ ¸ƻǳΩƭƭ ǎǘƛƭƭ ƴŜŜŘ ǘƻ ǎǇŜŎƛŦȅ ς-server as 

discussed on this VMware community thread.  

NOTE: With the release of vSphere 4.1.1 you can now set this using PowerCLI. See this post from 

Arnim Van Lieshout for details. 

Viewing the multipathing policy (CLI) 

To list all LUNs and see their multipathing policy; 

 esxcli nmp device list 

or from the vMA 

esxcli ς-server <myhost> ---username root ςpassword <mypw> nmp device list 

 

naa.60a98000486e5874644a625170495054 

  Device Display Name: Ed's test LUN clone 

http://communities.vmware.com/message/1653500?tstart=45
http://www.van-lieshout.com/2011/01/esxcli-powercli/
http://www.van-lieshout.com/2011/01/esxcli-powercli/
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  Storage Array Type: VMW_SATP_ALUA 

  Storage Array Type Device Config: 

{implicit_support=on;explicit_support=off;explicit_allow=on;alua_followover=on;{TPG_id=0,TPG_state=AO}{TP

G_id=1,TPG_state=ANO}} 

  Path Selection Policy: VMW_PSP_MRU 

  Path Selection Policy Device Config: Current Path=vmhba1:C0:T0:L62 

  Working Paths: vmhba1:C0:T0:L62 

 

naa.60a98000486e58756b34575976324868 

  Device Display Name:  Systemfiles Tier 1 

  Storage Array Type: VMW_SATP_ALUA 

  Storage Array Type Device Config: 

{implicit_support=on;explicit_support=off;explicit_allow=on;alua_followover=on;{TPG_id=2,TPG_state=AO}{TP

G_id=3,TPG_state=ANO}} 

  Path Selection Policy: VMW_PSP_RR 

  Path Selection Policy Device Config: {policy=rr,iops=1000,bytes=10485760,useANO=0;lastPathIndex=1: 

NumIOsPending=0,numBytesPending=0} 

  Working Paths: vmhba2:C0:T0:L68, vmhba1:C0:T1:L68 

 

bh¢9Υ ¸ƻǳ ƎŜǘ ŀ ǎƛƳƛƭŀǊ ƻǳǘǇǳǘ ŦǊƻƳ ΨǾƛŎŦƎ-mpath ςƭΩ ōǳǘ ǘƘŀǘ ŘƻŜǎƴΩǘ ǎƘƻǿ ǘƘŜ t{t ƛƴ use or the 

working path. 

Good walkthrough from Jason Boche 

 

To check a particular datastore to ensure its multipathing is correct; 

1. vicfg-scsidevs --vmfs (to get the naa ID for the datastore in question); 

 
[root@zcgprvma01 ~][zcgprvsh45.mfl.co.uk]# vicfg-scsidevs -m 

naa.60a98000486e5874644a625058724d70:1   /vmfs/devices/disks/naa.60a98000486e5874644a625058724d70:1   4d710389-

2f1b6980-1322-001e0bee027e   0  EG Test Datastore 

naa.60a98000486e5874644a5072466a772f:1   /vmfs/devices/disks/naa.60a98000486e5874644a5072466a772f:1   4a327518-

83bb8fe8-6091-001e0beeb0f4   0  Another datastore 

2. esxcli nmp device list ς-device naa.60a98000486e5874644a625058724d70 (obtained from 

step 1; 

  

 

 

 

 

 

 

 

Configuring the Round Robin load balancing algorithm 

When you configure Round Robin there are a set of default parameters; 

 Use non-optimal paths: NO 

 IOps per path: 1000 (ie swap to another path after 1000 IOps) 

 

Some vendors recommend changing the IOps value to 1 instead of 1000 which you can do like so; 

[root@zcgprvma01 ~][zcgprvsh45.mfl.co.uk]# esxcli --server zcgprvsh45.mfl.co.uk --username root nmp device list -d 

naa.60a98000486e5874644a625058724d70 

naa.60a98000486e5874644a625058724d70 

  Device Display Name: Ed's test LUN 

  Storage Array Type: VMW_SATP_ALUA 

  Storage Array Type Device Config: 

{implicit_support=on;explicit_support=off;explicit_allow=on;alua_followover=on;{TPG_id=1,TPG_state=ANO}{TPG_id=0,TPG_state=AO}} 

  Path Selection Policy: VMW_PSP_MRU 

  Path Selection Policy Device Config: Current Path=vmhba1:C0:T0:L60 

  Working Paths: vmhba1:C0:T0:L60 

http://www.boche.net/blog/index.php/2010/02/04/configure-vmware-esxi-round-robin-on-emc-storage/
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esxcli nmp roundrobin setconfig --device naa.xxx 

 

Food for thought - an interesting post from Duncan Epping about RR best practices. 

Summary of useful commands 

esxcli corestorage claimrule Claimrules to determine which MPP gets used. Not to 

be confused with the esxcli nmp satp claimrules which 

determine which SATP (within a given MPP) is used. 

Typically used with MASK_PATH. 

Esxcli nmp claimrule add Add rules to determine which SATP (and PSP) is used 

for a given device/vendor/path 

esxcli nmp device setpolicy Configure the path policy for a given device, path, or 

adaptor 

esxcli nmp satp setdefaultpsp 

 

Configure the default pathing policy (such as MRU, RR 

or Fixed) for a SATP 

esxcli nmp psp setconfig | getconfig 

 

Specific configuration parameters for each path policy. 

Typically used with RR algorithm (IOps, or bytes) 

esxcfg-scsidevs --vmfs [--device naa.xxx] 

 

9ŀǎȅ ǿŀȅ ǘƻ ƳŀǘŎƘ ŀ ±aC{ ŘŀǘŀǎǘƻǊŜ ǿƛǘƘ ƛǘΩǎ 

associated naa.xxx ID 

1.3.5 Software iSCSI port binding  

Port binding is the process which enables multipathing for iSCSI, a feature new to vSphere. By 

creating multiple vmKernel ports you can bind each to a separate pNIC and then associate them with 

the software iSCSI initiator, creating multiple paths. Check out a good post here, more here,  plus the 

usual Duncan Epping post. You can also watch this video from VMware.  

If you want to understand the theory behind iSCSI, check this great multivendor post.  

The iSCSI SAN Configuration Guide covers this in chapter 2 and the vSphere Command Line Interface 

Installation and Reference Guide briefly covers the syntax on page 90. 

NOTE: This process can also be used for binding a hardware dependent iSCSI adaptor to its 

associated vmKernel ports. A hardware dependent iSCSI adaptor is simply a NIC with iSCSI offload 

capability as opposed to a fully-fledged iSCSI HBA. 

Process summary; 

1. Create multiple vmKernel ports 

2. Configure networking so that each vmKernel has a dedicated pNIC 

3. Bind each vmKernel port to the software iSCSI initiator 

4. Rescan storage to recognise new paths 

Create multiple vmKernel ports 

Simply create an additional vmKernel port (with a different IP on the same subnet as the other 

vmKernel ports). You can use separate vSwitches (which enforces separate pNICs) or use a single 

vSwitch and then use portgroups with explicit failover settings This is done for both vSS and dVS 

switches.  

http://www.yellow-bricks.com/2010/03/30/whats-the-point-of-setting-iops1/
http://blog.bradpayne.org/?p=200
http://fojta.wordpress.com/2010/04/13/iscsi-and-esxi-multipathing-and-jumbo-frames/
http://www.yellow-bricks.com/2009/03/18/iscsi-multipathing-with-esxcliexploring-the-next-version-of-esx/
http://www.youtube.com/watch?v=QvD7MDlfh9U
http://virtualgeek.typepad.com/virtual_geek/2009/09/a-multivendor-post-on-using-iscsi-with-vmware-vsphere.html
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Configure networking to dedicate a pNIC to each vmKernel port 

You can use separate vSwitches (which enforces separate pNICs) or use a single vSwitch and then 

use portgroups with explicit failover settings. Both methods work for standard and distributed 

switches. 

Bind each vmKernel port to the software iSCSI initiator 

¢Ƙƛǎ ƛǎ ǘƘŜ ōƛǘ ǘƘŀǘΩǎ ǳƴŦŀƳƛƭƛŀǊ ǘƻ ƳŀƴȅΣ ŀƴŘ ƛǘ Ŏŀƴ ƻƴƭȅ ōŜ ŘƻƴŜ ŦǊƻƳ ǘƘŜ ŎƻƳƳŀƴŘ ƭƛƴŜ όƭƻŎŀƭƭȅ ƻǊ 

via RCLI/vMA); 

 esxcli swiscsi nic add -n vmk1 -d vmhba33 

 esxcli swiscsi nic add -n vmk2 -d vmhba22 

 esxcli swiscsi nic list (to confirm configuration) 

NOTE: These configuration settings are persistent across reboots, and even if you disable and re-

enable the SW iSCSI initiator. 

Rescan storage 

Do a rescan (GUI or esxcfg-rescan) to see the new paths; 

Before; 

 

After; 
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2 Network  

2.1 Implement and Manage Complex Virtual Networks  

Knowledge 

  Identify common virtual switch configurations 

Skills and Abilities 

  Determine use cases for and apply IPv6 

  Configure NetQueue 

  Configure SNMP 

  Determine use cases for and apply VMware DirectPath I/O 

  Migrate a vSS network to a Hybrid or Full vDS solution 

  Configure vSS and vDS settings using command line tools 

  Analyze command line output to identify vSS and vDS configuration details 

Tools & learning resources 

  Product Documentation  

o Ǿ{ǇƘŜǊŜ /ƻƳƳŀƴŘπ[ƛƴŜ LƴǘŜǊŦŀŎŜ Lƴǎǘŀƭƭŀǘƛƻƴ ŀƴŘ {ŎǊƛǇǘƛƴƎ DǳƛŘŜ 

o  vNetwork Distributed Switch: Migration and Configuration 

o  ESX Configuration Guide 

o  ESXi Configuration Guide 

   vSphere Client 

  vSphere CLI 

o vicfg-*  

 TA2525 - vSphere Networking Deep Dive (VMworld 2009 - free access) 

 TA6862 - vDS Deep Dive - Managing and Troubleshooting (VMworld 2010) 

 TA8595 - Virtual Networking Concepts and Best Practices (VMworld 2010) 

 Design considerations for the vDS (Rich Brambley) 

 Catch-22 for vds and vCentre (Jason Boche) 

 TrainSignal ς vSphere Pro Series 1 Nexus 1000v lessons 

 YŜƴŘǊƛŎƪ /ƻƭŜƳŀƴΩǎ ΨIƻǿ ǘƻ ǎŜǘǳǇ ǘƘŜ bŜȄǳǎ мллл± ƛƴ ǘŜƴ ƳƛƴǳǘŜǎΩ ōƭƻƎǇƻǎǘ 

 

The VCAP-DCA lab is still v4.0 (rather than v4.1) which means features such as NIOC and load based 

ǘŜŀƳƛƴƎ ό[.¢ύ ŀǊŜƴΩǘ ŎƻǾŜǊŜŘΦ 9ǾŜƴ ǘƘƻǳƎƘ ǘƘŜ bŜȄǳǎ мллл± ƛǎƴΩǘ ƻƴ ǘƘŜ bŜǘǿƻǊƪ ƻōƧŜŎǘƛǾŜǎ 

ōƭǳŜǇǊƛƴǘ όƧǳǎǘ ǘƘŜ Ǿ5{ύ ƛǘΩǎ ǿƻǊǘƘ ƪƴƻǿƛƴƎ ǿƘŀǘ ŜȄǘǊŀ ŦŜŀǘǳǊŜǎ ƛǘ ƻŦŦŜǊǎ ŀǎ ǎƻƳŜ Ǝƻŀƭǎ ƛƴŎƭǳŘŜ 

knowing when to use the Nexus1000V or just the vDS. 

2.1.1 Network basics (VCP revision)  

Standard switches support the following features; 

 NIC teaming 

o Based on source VM ID (default) 

o Based on IP Hash (used with Etherchannel) 

o Based on source MAC hash 

o Explicit failover order 

 VLANs (EST, VST, VGT) 

http://www.vmware.com/pdf/vsphere4/r41/vsp4_41_vcli_inst_script.pdf
http://www.vmware.com/resources/techresources/10050
http://www.vmware.com/pdf/vsphere4/r41/vsp_41_esx_server_config.pdf
http://www.vmware.com/pdf/vsphere4/r41/vsp_41_esxi_server_config.pdf
http://www.vmworld.com/docs/DOC-3813
file:///C:/Dropbox/My%20Dropbox/Documents/Technical%20docs/1.%20Virtualisation/14.%20Training%20and%20certifications/VCAP-DCA/vDS%20Deep%20Dive:%20Managing%20and%20Troubleshooting
http://www.vmworld.com/docs/DOC-5390
http://vmetc.com/2010/03/07/design-challenges-of-virtualized-vcenter-with-a-vnetwork-distributed-switch/
http://www.boche.net/blog/index.php/2009/10/09/virtualizing-vcenter-with-vds-catch-22/
http://kendrickcoleman.com/index.php?/Tech-Blog/standing-up-the-cisco-nexus-1000v-in-less-than-10-minutes.html
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vDS Revision 

The vDistributed switch separates the control plane and the data place to enable centralised 

administration as well as extra functionality compared to standard vSwitches. A good summary can 

be found at DŜŜƪ{ƛƭǾŜǊΩǎ ōƭƻƎ. Benefits; 

 Offers both inbound and outbound traffic shaping (standard switches only offer outbound) 

o Traffic shaping can be applied at both dvPortGroup and dvUplink PortGroup level 

o For dvUplink PortGroups ingress is traffic from external network coming into vDS, 

egress is traffic from vDS to external network 

o For dvPortGroups ingress is traffic from VM coming into vDS, egress is traffic from 

vDS to VMs 

o Configured via three policies - average bandwidth, burst rate, and peak bandwidth 

 Ability to build a third party vDS on top (Cisco Nexus 1000v) 

 Traffic statistics are available (unlike standard vSwitches) 

 

 
NOTES: 

 CDP and MTU are set per vDS (as they are with standard vSwitches).  

 PVLANs are defined at switch level and applied at dvPortGroup level. 

 There is one DVUplink Portgroup per vDS 

 NIC teaming is configured at the dvPortGroup level but can be overridden at the dvPort  

level (by default this is disabled but it can be allowed). This applies to both dvUplink 

Portgroups and standard dvPortGroups although on an uplink you CANNOT override the NIC 

teaming or Security policies. 

 Policy inheritance (lower level takes precedence but override is disabled by default) 

o dvPortGroup -> dvPort  

o dvUplink PortGroup -> dvUplinkPort 

bh¢9Υ 5ƻƴΩǘ ŎǊŜŀǘŜ ŀ Ǿ5{ ǿƛǘƘ ǎǇŜŎƛŀƭ ŎƘŀǊŀŎǘŜǊǎ ƛƴ ǘƘŜ ƴŀƳŜ όL ǳǎŜŘ Ψ[ŀō ϧ aŀƴŀƎŜƳŜƴǘΩύ ŀǎ ƛǘ 

breaks host profiles - see VMwareKB1034327.  

http://geeksilver.wordpress.com/2010/05/21/vds-vnetwork-distributed-switch-my-understanding-part-2/
http://kb.vmware.com/kb/1034327
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2.1.2 Determine use cases for and apply IPv6  

The use case for IPv6 is largely due to IPv4 running out of address space - ƛǘ ƛǎƴΩǘ ǎƻ ƳǳŎƘ ŀ ±aǿŀǊŜ 

requirements as an Internet requirement. LtǾс ƛǎ ΨǎǳǇǇƻǊǘŜŘΩ ƻƴ 9{·κƛΣ ōǳǘ ǘƘŜǊŜ are a few features 

ƛƴ Ǿ{ǇƘŜǊŜ ǿƘƛŎƘ ŀǊŜƴΩǘ ŎƻƳǇŀǘƛōƭŜΤ 

 ESX during installation - you have to install on an IPv4 network 

 VMware HA 

 VMware Fault Tolerance 

 RCLI 

 

Enabling IPv6 is easily done via the VI client, Configuration -> Networking, click Properties and reboot 

host. You can enable IPv6 without actually configuring any interfaces (SC, vmKernel etc) with an IPv6 

address. 

 

See VMwareKB1010812 for details of using command line to enable IPv6 and read this blogpost by 

Eric Siebert on IPv6 support. 

2.1.3 Netqueue 

NetQueue (which was present in ESX 3.5 but is improved in vSphere) is a feature which improves 

network performance when sending or receiving large amounts of traffic to an ESX host, typically 

used with 10GB Ethernet. Without Netqueue it is normally impossible to achieve full 10GB 

throughput (read more in this Dell whitepaper). It does this by processing multiple queues in 

parallel, using multiple CPUs. 

 Enabled by default  

 Requires support from the pNIC  

 More beneficial with NUMA architectures 

 Enabled/disabled by; 

o ±ƛŀ ƘƻǎǘΩǎ Configuration -> Advanced Settings > vmKernel 

o esxcfg-advcfg --set-kernel 1 netNetqueueEnabled (to enable) 

esxcfg-advcfg --set-kernel 0 netNetqueueEnabled (to disable) 

 

http://kb.vmware.com/kb/1010812
http://vsphere-land.com/news/ipv6-support-in-vsphere.html
http://vsphere-land.com/news/ipv6-support-in-vsphere.html
http://www.dell.com/downloads/global/products/pedge/en/poweredge_m910_whitepaper.pdf
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As well as enabling the host functionality you may need to configure the NIC driver with vendor 

specific settings, typically using esxcfg-module. See VMwareKB1004278for details of enabling 

Netqueue for a specific 10GB NIC. In the real world it seems as if Netqueue performance is 

dependent on good driver support ς as this article at AnandTech Ǉƻƛƴǘǎ ƻǳǘ ǎƻƳŜ ŘǊƛǾŜǊǎ ŀǊŜƴΩǘ 

much of an improvement over 1GB. 

TA2525 - vSphere Networking Deep Dive covers this in detail around the 1hr 15 mark. 

2.1.4 Configure SNMP 

SNMP can be used to enhance management, typically by providing information either on request 

(polling) or when events are triggered (trap notification). Sending an SNMP trap is one of the 

standard alarm actions in vCenter. 

 

Two network ports used; 

 161/udp - used to receive poll requests 

 162/udp - used to send trap notifications 

Configuring SNMP for vCenter 

 Go to Administration -> vCenter Settings -> SNMP  

 Ǿ/ŜƴǘŜǊ Ŏŀƴ ƻƴƭȅ ǎŜƴŘ ƴƻǘƛŦƛŎŀǘƛƻƴ ǘǊŀǇǎΣ ƛǘ ŘƻŜǎƴΩǘ ǎǳǇǇƻǊǘ Ǉƻƭƭ ǊŜǉǳŜǎǘǎΦ 

Configuring SNMP for ESX/i hosts 

 Use vicfg-snmp (RCLI) or directly edit configuration files on the ESX/i hosts 

NOTE: There is NO esxcfg-snmp, and there is no GUI option for configuring hosts. 

 

To check the current configuration; 

[vi-admin@zcglabvma01 ~][zcglabsvr7.lab.co.uk]$ vicfg-snmp --show 

Current SNMP agent settings: 

Enabled  : 0 

UDP port : 161 

 

Communities : 

 

Notification targets : 

 

vicfg-snmp --targets <SNMP Receiver>/community 

vicfg-snmp --test 

 

Misc; 

 By default SNMP is disabled with no targets defined 

 ESX has both the Net-SNMP agent and a VMware hostd agent. ESXi only has the VMware 

agent. VMware specific information is only available from the embedded (hostd) agent. 

 Using vicfg-snmp configures the VMware SNMP agent (ie it modifies 

/etc/vmware/snmp.xml). It does NOT configure the Net-SNMP agent. 

 When you configure SNMP using vicfg-snmp the relevant network ports are automatically 

ƻǇŜƴŜŘ ƻƴ ǘƘŜ ŦƛǊŜǿŀƭƭΦ LŦ ȅƻǳ ŜŘƛǘ ǘƘŜ ŎƻƴŦƛƎ ŦƛƭŜǎ ŘƛǊŜŎǘƭȅ ȅƻǳΩƭƭ ƴŜŜŘ ǘƻ Řƻ ǘƘƛǎ ȅƻǳǊǎŜƭŦ 

(esxcfg-firewall -o 162,udp,outgoing,snmpd for notification traps). 

http://kb.vmware.com/kb/1004278
http://www.anandtech.com/show/2956/10gbit-ethernet-killing-another-bottleneck-/4
http://www.vmworld.com/docs/DOC-3813
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See VMwareKB1022879 for details of editing configuration files or watch this video to see how to 

use vicfg-snmp - 9ǊƛŎ {ƭƻƻŦΩǎ Iƻǿ to configure SNMP.  The Ǿ{ǇƘŜǊŜ /ƻƳƳŀƴŘπ[ƛƴŜ LƴǘŜǊŦŀŎŜ 

Installation and Scripting Guide p.40 covers vicfg-snmp while the Basic System Administration guide 

covers it in more depth (page 50-65). 

Configuring the SNMP management server 

You should load the VMware MIBs on the server receiving tƘŜ ǘǊŀǇǎ ȅƻǳΩǾŜ ŎƻƴŦƛƎǳǊŜŘΦ ¢ƘŜǎŜ aL.ǎ 

can be downloaded from VMware on the vSphere download page. Follow instructions for your 

particular product to load the MIBs. 

2.1.5 Determine use cases for and apply VMware DirectPath I/O  

This was covered in section 1.1. Obviously it can be used with 10GB NICs if high network throughput 

is required. 

2.1.6 Migrate a vSS network to a hybrid of full vDS solution  

Make sure you read the VMware whitepaper and experiment with migrating a vSS to a vDS. There is 

some discussion about whether to use hybrid solutions (both vSS and vDS) or not - see this blogpost 

by Duncan Epping for some background information. 

Determining the best deployment method for a dvS - see VMware white paper but roughly; 

 If new hosts or no running VMs - use host profiles 

 If migrating existing hosts or running VMs - use dvS GUI ŀƴŘ ΨaƛƎǊŀǘŜ ±a bŜǘǿƻǊƪƛƴƎΩΦ 

 

There are some catch-22 situations with a vDS which you may run into when migrating from a vSS; 

 When vCenter is virtual - ƛŦ ȅƻǳ ƭƻǎŜ Ǿ/ŜƴǘŜǊ ǘƘŜƴ ȅƻǳ ŎŀƴΩǘ ƳŀƴŀƎŜ ǘƘŜ Ǿ5{ ǎƻ ȅƻǳ ŎŀƴΩǘ ƎŜǘ 

a new vCenter on the network. See Wŀǎƻƴ .ƻŎƘŜΩǎ ǘƘƻǳƎƘǘǎ ƻƴ ǘƘŜ ǎǳōƧŜŎǘ. 

 If an ESXi host loses its management network connection you may not be able to reconfigure 

it using the command line (esxcfg-vswitch is limited with vDS operations). An alternative 

solution is to ΨwŜǎǘƻǊŜ {ǘŀƴŘŀǊŘ {ǿƛǘŎƘΩ ŦǊƻƳ ǘƘŜ 5/¦LΦ 

NOTE: The option abƻǾŜ ŘƻŜǎƴΩǘ ŎƻƴŦƛƎǳǊŜ ŀ ±[!b ǘŀƎ ǎƻ ƛŦ ȅƻǳΩǊŜ ǳǎƛƴƎ ±[!bǎ ȅƻǳΩƭƭ ƴŜŜŘ ǘƻ 

reconfigure the management network after resetting to a standard switch. 

 If you limited pNICs you may also run into problems like Joep PisŎŀŜǊΩǎ ōƭƻƎǇƻǎǘ 

To check: hƻǿ Ŏŀƴ ȅƻǳ ƳƛƎǊŀǘŜ ǘŜƳǇƭŀǘŜǎΚ L ǘƘƛƴƪ ƛǘ ŜǊǊƻǊǎ ƛŦ ȅƻǳ ǘǊȅΧΦ 

2.1.7 Command line configuration for vSS and vDS  

Commands for configuring vSS 

 esxcfg-nics -l 

 esxcfg-vswitch 

 esxcfg-vmknic 

 esxcfg-vswif 

 esxcfg-route 

Typical command lines; 

http://kb.vmware.com/kb/1022879
http://www.ntpro.nl/blog/archives/1688-VCAP-DCA-Prep-Video-Configure-SNMP-for-ESXESXi.html?utm_source=feedburner&utm_medium=feed&utm_campaign=Feed%3A+Ntpronl+%28Eric+Sloof+|+http%3A%2F%2Fwww.ntpro.nl%29
http://www.vmware.com/pdf/vsphere4/r41/vsp4_41_vcli_inst_script.pdf
http://www.vmware.com/pdf/vsphere4/r41/vsp4_41_vcli_inst_script.pdf
http://www.vmware.com/pdf/vsphere4/r40/vsp_40_admin_guide.pdf
http://www.vmware.com/files/pdf/vsphere-vnetwork-ds-migration-configuration-wp.pdf
http://www.yellow-bricks.com/2009/09/24/dvswitch/
http://www.yellow-bricks.com/2009/09/24/dvswitch/
http://www.vmware.com/files/pdf/vsphere-vnetwork-deployment-wp.pdf
http://www.boche.net/blog/index.php/2009/10/09/virtualizing-vcenter-with-vds-catch-22/
http://www.virtuallifestyle.nl/2009/12/virtualizing-vcenter-with-vds-another-catch-22/
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esxcfg-vswitch -a vSwitch2 

esxcfg-vswitch -L vmnic2 vSwitch2 

esxcfg-vswitch -A NewServiceConsole vSwitch2 

esxcfg-vswif -a -i 192.168.0.10 -n 255.255.255. 0 vswif2 

NOTE: The above commands create a new standard vSwitch, portgroup  and Service Console ς 

typically used to recover from some vDS scenarios. 

Commands for configuring a vDS 

There are very few commands for configuring a vDS ŀƴŘ ǿƘŀǘ ǘƘŜǊŜ ƛǎ LΩǾŜ ŎƻǾŜǊŜŘ ƛƴ ǎŜŎǘƛƻƴ нΦп 

which is dedicated to the vDS. See VMwareKB1008127 (configuring vDS from the command line) and 

ƛǘΩǎ worth watching the following session from VMworld 2010 (althoǳƎƘ ȅƻǳΩƭƭ ƴŜŜŘ ŀ ŎǳǊǊŜƴǘ 

subscription) - session TA6862 vDS Deep dive - Management and Troubleshooting. 

2.1.8 Analyze command line output to identify vSS and vDS configuration details  

Things to look out for above and beyond the basic vSwitch, uplink and portgroup information; 

 MTU  

 CDP 

 VLAN configuration 

See section 6.3, Troubleshooting Network Connectivity for more information. 

 

http://kb.vmware.com/kb/1008127
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2.2 Configure and maintain VLANs, PVLANs and VLAN settings 

Knowledge 

  Identify types of VLANs and PVLANs 

Skills and Abilities 

  Determine use cases for and configure VLAN Trunking 

  Determine use cases for and configure PVLANs 

  Use command line tools to troubleshoot and identify VLAN configurations 

Tools & learning resources 

  Product Documentation 

o  Ǿ{ǇƘŜǊŜ /ƻƳƳŀƴŘπ[ƛƴŜ LƴǘŜǊŦŀŎŜ Lƴǎǘŀƭƭŀǘƛƻƴ ŀƴŘ {ŎǊƛǇǘƛƴƎ DǳƛŘŜ 

o  ESX Configuration Guide 

o  ESXi Configuration Guide 

  vSphere Client 

  vSphere CLI 

o vicfg-*  

 TA2525 vSphere Networking Deep Dive (VMworld 2009) 

 9ǊƛŎ {ƭƻƻŦΩǎ ǾƛŘŜƻ ƻƴ ŎƻƴŦƛƎǳǊƛƴƎ t±[!bǎ ŀƴŘ ŘǾ{ǿƛǘŎƘŜǎ 

 /ŀǊƭƻǎ ±ŀǊƎŀǎΩǎ ǾƛŘŜƻ ƻƴ ±[!b ŎƻƴŦƛƎǳǊŀǘƛƻƴ 

 

This is one of the smaller objectives plus only the PVLAN concepts and practices are new - VLAN 

support remains relatively unchanged from VI3 (although the vDS and its associated VLAN support is 

new). 

2.2.1 Types of VLAN 

VLANs are a network standard (802.1q) which are fully supported in vSphere. They can be used to 

minimise broadcast traffic and as a security measure to segregate traffic (although like any 

technology there are weaknesses). Typical uses for VLANs with vSphere are to isolate infrastructure 

(vMotion, iSCSI and NFS) traffic and VM traffic.  

 

There are three main ways of using VLANs with vSphere (covered in this VMware whitepaper); 

 Virtual guest tagging (VGT) - requires VLAN driver support in the guest OS 

 Virtual Switch tagging (VST) - common option, requires VLAN trunking on external switches 

 External switch tagging (EST) - less flexible and requires more physical NICs 

 

Lƴ ǘƘŜ /ƛǎŎƻ ǿƻǊƭŘ ȅƻǳ ǎŜǘ ŀ ǇƻǊǘ ǘƻ ōŜ ŀƴ ΨŀŎŎŜǎǎ ǇƻǊǘΩ ƻǊ ŀ ΨǘǊǳƴƪ ǇƻǊǘΩ ƛŦ ƛǘΩǎ ƎƻƛƴƎ ǘƻ ŎŀǊǊȅ ƳǳƭǘƛǇƭŜ 

VLANs. VLAN IDs are 16 bit values giving a range of 0-плфрΦ плфр ƛǎ ǳǎŜŘ ǿƛǘƘƛƴ Ǿ{ǇƘŜǊŜ ǘƻ ƳŜŀƴ Ψŀƭƭ 

±[!bǎΩ ŀƴŘ ƛǎ Ƙƻǿ ȅƻǳ ŎƻƴŦƛƎure a portgroup when using VGT. 

2.2.2 Configuring VLANs and VLAN trunking  

For standard vSwitches you configure VLAN tags on portgroups. This configuration is done at the ESX 

host using the VI client (Configuration -> Networking); 

 Use VLAN 0 when no VLAN tags are present (EST) 

 Use VLAN 4095 to pass all VLANs (VGT) 

http://www.vmware.com/pdf/vsphere4/r41/vsp4_41_vcli_inst_script.pdf
http://www.vmware.com/pdf/vsphere4/r41/vsp_41_esx_server_config.pdf
http://www.vmware.com/pdf/vsphere4/r41/vsp_41_esxi_server_config.pdf
http://www.vmworld.com/docs/DOC-3813
http://www.youtube.com/watch?v=spOf1MuH1N4&feature=youtu.be
http://virtual-vargi.blogspot.com/2011/02/vcap-dca-section-2-22.html
http://www.tofinosecurity.com/blog/why-vlan-security-isnt-scada-security-all
http://www.vmware.com/pdf/esx3_vlan_wp.pdf
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 Use a specific VLAN ID depending on the isolation required (VST) 

 

NOTE: Avoid using VLAN1 (native VLAN for most Cisco kit) as this can inadvertently expose traffic 

you may not mean to expose. 

 

For distributed switches you configure VLANs on both dvPortGroups and dvUplinkPortGroups (with 

the option to override at the dvPort level when enabled). This is done in vCenter using the VI client; 

 ¦ǎŜ ΨbƻƴŜΩ ŦƻǊ 9{¢ 

 ¦ǎŜ Ψ±[!bΩ όŀƴŘ ǎǇŜŎƛŦȅ ŀ ±[!b L5ύ ŘŜǇŜƴŘƛƴƎ ƻƴ ǘƘŜ ƛǎƻƭŀǘƛƻƴ ǊŜǉǳƛǊŜƳŜƴǘ ό±{¢ύ 

 ¦ǎŜ Ψ±[!b ǘǊǳƴƪƛƴƎΩ ǘƻ Ǉŀǎǎ ŜƛǘƘŜǊ ŀƭƭ ±[!bǎ ό±D¢ύ ƻǊ ŀ ǎŜƭŜŎǘƛƻƴ ƻŦ ±[!bǎ ό±{¢ύΦ ¢Ƙƛǎ ƛǎ ŀƴ 

improvement over standard switches which either set a single VLAN ID or All. Restricting the 

VLANs this way is a form of VLAN pruning. 

 Use PVLANs when you need a subset of hosts within a single VLAN (see next section) 

 

 

2.2.3 Types of PVLAN (Private VLANs)  

From the ESXi Configuration Guide - άt±[!bǎ ŀǊŜ ǳǎŜŘ ǘƻ ǎƻƭǾŜ ±[!b L5 ƭƛƳƛǘŀǘƛƻƴǎέΦ ¢ƘŜȅ ŀƭƭƻǿ 

more fine grained control over subsets of hosts without requiring a dedicated VLAN for each group, 

cutting down on network administration όƘŜǊŜΩǎ a good explanation and diagram). Eric {ƭƻƻŦΩǎ ǾƛŘŜƻ ƻƴ 

configuring PVLANs and dvSwitches is also worth a watch (from 24mins for the PVLAN part). 

 

Think of PVLANs as a VLAN within a VLAN (read VMwareKB1010691 PVLAN concepts); 

 Promiscuous VLAN - this is an extension of the original (parent) VLAN 

 Secondary VLANs - there are two choices; 

o Isolated (one per primary VLAN) 

o Community (multiple per primary VLAN) 

http://www.cisco.com/warp/public/cc/pd/si/casi/ca6000/prodlit/vlnwp_wp.htm#wp39009
http://en.wikipedia.org/wiki/VLAN_Trunking_Protocol#VLAN_Pruning
http://blog.alwaysthenetwork.com/tutorials/private-vlan-tutorial/
http://www.youtube.com/watch?v=spOf1MuH1N4&feature=youtu.be
http://www.youtube.com/watch?v=spOf1MuH1N4&feature=youtu.be
http://kb.vmware.com/kb/1010691
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Requirements 

 PVLANs are only available on vDistributed Switches 

 The physical switches must support PVLANs and be configured with the VLAN IDs used for 

secondary VLANs.  

NOTE: To test PVLANs in a lab environment you could run multiple virtual ESX hosts on a single host 

(along with a virtual router such as Vyatta Core). This was the traffic never reaches the physical 

ƴŜǘǿƻǊƪ ǎƻ ȅƻǳ ŘƻƴΩǘ ƴŜŜŘ ŀ t±[!b ŎŀǇŀōƭŜ ǎǿƛǘŎƘΦ 

 

VMwareKB1010691 offers a good overview of PVLAN concepts when used with vDS 

2.2.4 Configuring PVLANs 

PVLANs 

 Configured via vCentre as a property of the vDS itself 

 CANNOT be done from the command line 

 MUST also be configured on physical switches 

 

 
 

Read VMwareKB1010703 (PVLAN implementation on a vDS)or the ESXi Configuration Guide page 32 

onwards. 

NOTE: Trying to remove PVLANs from the vDS when a dvPortGroup is still using the PVLANs will 

result in an error and no deletion occurring. Check the various dvPortGroups and remove the config 

before removing the PVLANs from the vDS. 

2.2.5 Command line tools for VLAN configuration/troubleshooting  

The usual commands support VLANs, typically using the -v parameter; 

 vicfg-vswitch - how to use -v for vlan assignment. Use -v 0 to clear. 

 vicfg-vswif 

 vicfg-vmknic 

 vicfg-route 

 

NOTE: You can only administer VLANs at the command line - PVLANs are only configured in vCenter. 

http://www.vyatta.org/downloads
http://kb.vmware.com/kb/1010691
http://kb.vmware.com/kb/1010703
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2.3 Deploy and maintain scalable virtual networking  

Knowledge 

  Identify VMware NIC Teaming policies 

  Identify common network protocols 

Skills and Abilities 

  Understand the NIC Teaming failover types and related physical network settings 

  Determine and apply Failover settings 

  Configure explicit failover to conform with VMware best practices 

  Configure port groups to properly isolate network traffic 

Tools & learning resources 

  Product Documentation 

o  ESX Configuration Guide 

o  ESXi Configuration Guide 

o  Ǿ{ǇƘŜǊŜ /ƻƳƳŀƴŘπ[ƛƴŜ LƴǘŜǊŦŀŎŜ Lƴǎǘŀƭƭŀǘƛƻƴ ŀƴŘ {ŎǊƛǇǘƛƴƎ DǳƛŘŜ 

  vSphere Client 
 vSphere CLI 

o vicfg - *  

 CǊŀƴƪ 5ŜƴƴŜƳŀƴΩǎ ōƭƻƎǇƻǎǘ ƻƴ Lt IŀǎƘ Ǿǎ [.¢ 

 

2.3.1 Identify, understand , and configur e NIC teaming  

The five available policies are; 

 Route based on virtual port ID (default) 

 Route based on IP Hash (MUST be used with static Etherchannel - no LACP). No beacon 

probing. 

 Route based on source MAC address 

 Route based on physical NIC load (vSphere 4.1 only) 

 Explicit failover  

NOTE: These only affect outbound traffic. Inbound load balancing is controlled by the physical 

switch. 

Failover types and related physical network settings 

Failover types 

 Cable pull/failure 

 Switch failure 

 Upstream switch failure 

Change NIC teaming for FT logging (use IP hash) - VMwareKB1011966 

Use uplink failure detection (also known as link state tracking) to handle physical network failures 

outside direct visibility of the host. 

²ƛǘƘ ōƭŀŘŜǎ ȅƻǳ ǘȅǇƛŎŀƭƭȅ ŘƻƴΩǘ ǳǎŜ bL/ ǘŜŀƳƛƴƎ ŀǎ ŜŀŎƘ ōƭŀŘŜ Ƙŀǎ ŀ м ǘƻ м ƳŀǇǇƛƴƎ ŦǊƻƳ ƛǘǎ ƳǳƭǘƛǇƭŜ 

pNIC to the blade chassis switch. That switch in turn may use an Etherchannel to an upstream switch 

http://www.vmware.com/pdf/vsphere4/r41/vsp_41_esx_server_config.pdf
http://www.vmware.com/pdf/vsphere4/r41/vsp_41_esxi_server_config.pdf
http://www.vmware.com/pdf/vsphere4/r41/vsp4_41_vcli_inst_script.pdf
http://frankdenneman.nl/2011/02/ip-hash-versus-lbt/
http://kb.vmware.com/kb/1011966
http://blog.scottlowe.org/2007/06/22/link-state-tracking-in-blade-deployments/
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but from the blade (and hence ESX perspective) it simply has multiple independent NICs (hence 

route on virtual port ID is the right choice).  

Configuring failover settings 

Failover settings can be configured at various levels on both standard and distributed switches; 

 vSS 

o vSwitch, then port group 

 vDS 

o dvPortGroup then dvPort 

o ŘǾ¦ǇƭƛƴƪtƻǊǘDǊƻǳǇ όbh¢9Υ ȅƻǳ ŎŀƴΩǘ ƻǾŜǊǊƛŘŜ ŀǘ ǘƘŜ ŘǾ¦ǇƭƛƴƪtƻǊǘ ƭŜǾŜƭύ 

 
Explicit failover can be used to balance bandwidth while still providing resilience with minimal 

numbers of pNICs. If you only have two pNICs available; 

 Configure a single vSwitch and add both pNICs 

 Configure two portgroups with explicit failover orders; 
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o Configure the management traffic portgroup to use pNIC1 as active with pNIC2 as 

standby. 

o Configure the VM network portgroup to use pNIC1 as standby and pNIC2 as active. 

This achieves both separation of traffic over separate pNICs for optimal bandwidth as well as 

providing resilience to both portgroups. VMwareKB1002722 describes this in more detail. 

You can configure NIC teaming using the CLI (although ǘƘƛǎ ǇǊƻŎŜŘǳǊŜ ƛǎƴΩǘ covered in the standard 

ŘƻŎǳƳŜƴǘŀǘƛƻƴ ǎƻ ǿƻƴΩǘ ōŜ ŀǾŀƛƭŀōƭŜ ŘǳǊƛƴƎ ǘƘŜ ±/!t-DCA exam). 

 

NOTE: With the vDS you get a diagram showing the actual path traffic takes through the switch. You 

can also confirm the actual NICs used (and therefore whether your teaming is working as expected 

using esxtop. More on this in section 6.3 Troubleshooting Network Connectivity.  

2.3.2 Identify common network protocols  

This has been covered elsewhere (in section 7.2 on the ESX firewall) and should be common 

ƪƴƻǿƭŜŘƎŜΦ ! ŦŜǿ ǇǊƻǘƻŎƻƭǎ ǿƘƛŎƘ ŀǊŜƴΩǘ ǎƻ ŎƻƳƳƻƴ ōǳǘ ŀǊŜ ǎǳǇǇƻǊǘŜŘ ƛƴ Ǿ{ǇƘŜǊŜΤ 

 CDP 

 NTP (UDP port 123) 

2.3.3 Isolation best practices  

The following are generally accepted best practices όŘƻƴΩǘ ƭŜǘ Tom Howarth hear you say that); 

 Separate VM traffic and infrastructure traffic (vMotion, NFS, iSCSI) 

 Separate pNICs and vSwitches 

 VLANs can be used to isolate traffic 

 When using NIC teams ǳǎŜ ǇbL/ǎ ŦǊƻƳ ǎŜǇŀǊŀǘŜ ōǳǎŜǎ όƛŜ ŘƻƴΩǘ ƘŀǾŜ ŀ ǘŜŀƳ ŎƻƳǇǊƛǎƛƴƎ ǘǿƻ 

pNICs on the same PCI card - use one onboard adapter and one from an expansion card) 

 Keep FT logging on a separate pNIC and vSwitch 

 Use dedicated networks for storage (iSCSI and NFS) 

When you move to 10GB networks isolation is implemented differently (often using some sort of IO 

virtualisation like FlexConnect, Xsigo, or UCS) but the principals are the same. VMworld 2010 session 

TA8440 covers the move to 10GB and FCoE. 

 

 

 

http://kb.vmware.com/kb/1002722
http://kb.vmware.com/kb/1019864
http://twitter.com/#!/tom_howarth
http://www.vmworld.com/community/sessions/2010
http://www.vmworld.com/community/sessions/2010


 

www.vExperienced.co.uk/vcap-dca Page 36 
 

2.4 Administer vNetwork Distributed Switch Settings  

Knowledge 

  Explain relationship between vDS and logical vSSes 

Skills and Abilities 

  Understand the use of command line tools to configure appropriate vDS settings on an ESX/ESXi host 

  Determine use cases for and apply Port Binding settings 

  Configure Live Port Moving 

  Given a set of network requirements, identify the appropriate distributed switch technology to use 

  Use command line tools to troubleshoot and identify configuration items from an existing vDS 

Tools & learning resources 

  Product Documentation 

o  ESX Configuration Guide 

o  ESXi Configuration Guide 

o  Ǿ{ǇƘŜǊŜ /ƻƳƳŀƴŘπ[ƛƴŜ LƴǘŜǊŦŀŎŜ Installation and Scripting Guide 

  vSphere Client 

  vSphere CLI 

o vicfg-*  

 TA2525 - vSphere Networking Deep Dive (VMworld 2009 - free access) 

 

2.4.1 Relationship between vSS and vDS 

Both standard (vSS) and distributed (vDS) switches can exist at the same time - ƛƴŘŜŜŘ ǘƘŜǊŜΩǎ ƎƻƻŘ 

ǊŜŀǎƻƴ ǘƻ ǳǎŜ ǘƘƛǎ ΨƘȅōǊƛŘΩ ƳƻŘŜΦ  

UPDATE: A new post (April 2011) from DǳƴŎŀƴ 9ǇǇƛƴƎ ŀōƻǳǘ ΨŦǳƭƭΩ ŘǾ{ 

You can view the switch configuration on a host (both vSS and dvS) using esxcfg-vswitch -ƭΦ Lǘ ǿƻƴΩǘ 

ǎƘƻǿ ǘƘŜ ΨƘƛŘŘŜƴΩ ǎǿƛǘŎhes used under the hood by the vDS although you can read more about 

those in this useful article at RTFM or at DŜŜƪǎƛƭǾŜǊΩǎ ōƭƻƎ.  

2.4.2 Command line configuration of a vDS  

The command line is pretty limited when it comes to vDS. Useful commands; 

 esxcfg-vswitch 

o esxcfg-vswitch -P vmnic0 -V 101 <dvSwitch> (link a physical NIC to a vDS) 

o esxcfg-vswitch -Q vmnic0 -V 101 <dvSwitch> (unlink a physical NIC from a vDS) 

 esxcfg-vswif -l | -d (list or delete a service console) 

 esxcfg-nics 

 net-dvs 

NOTE: net-dvs can be used for diagnostics ŀƭǘƘƻǳƎƘ ƛǘΩǎ ŀƴ ǳƴǎǳǇǇƻǊǘŜŘ ŎƻƳƳŀƴŘΦ LǘΩǎ ƭƻŎŀǘŜŘ ƛƴ 

/usr/lib/vmware/bin. Use of this command is covered in section 6.4 Troubleshooting Network 

connectivity.  

http://www.vmware.com/pdf/vsphere4/r41/vsp_41_esx_server_config.pdf
http://www.vmware.com/pdf/vsphere4/r41/vsp_41_esxi_server_config.pdf
http://www.vmware.com/pdf/vsphere4/r41/vsp4_41_vcli_inst_script.pdf
http://www.vmworld.com/docs/DOC-3813
http://www.yellow-bricks.com/2011/04/21/distributed-vswitches-go-hybrid-or-go-distributed/
http://www.rtfm-ed.co.uk/2009/07/24/what-i-learned-yesterday-dvsdata-folderview-all-ips-sysprep-guest-customization/
http://geeksilver.wordpress.com/2010/05/21/vds-vnetwork-distributed-switch-my-understanding-part-2/
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NOTE: esxcfg-vswitch can ONLY be used to link and unlink physical adaptors from a vDS. Use this to 

fix faulty network configurations. If necessary create a vSS switch and move your physical uplinks 

across to get your host back on the network. See VMwareKB1008127 or this blogpost for details. 

Identify configuration items from an existing vDS 

You can use esxcfg-vswitch -l to show the dvPort assigned to a given pNIC and dvPortGroup.  

See the Troubleshooting Network connectivity section for more details. 

2.4.3 Port Binding settings  

With standard vSwitchŜǎ ŀƭƭ ǇƻǊǘ ōƛƴŘƛƴƎǎ ŀǊŜ ΨŜǇƘŜƳŜǊŀƭΩΣ ƳŜŀƴƛƴƎ ǘƘŜ ǇƻǊǘ ƛǎ ŎǊŜŀǘŜŘ ǿƘŜƴ ǘƘŜ 

±aΩǎ ǇƻǿŜǊŜŘ ƻƴ ŀƴŘ ŘŜƭŜǘŜŘ ǿƘŜƴ ǘƘŜ ±a ƛǎ ǇƻǿŜǊŜŘ ƻŦŦ όƻǊ ǾaƻǘƛƻƴŜŘ ǘƻ ŀƴƻǘƘŜǊ ƘƻǎǘύΦ ²ƛǘƘ 

distributed switches there are now three types of port binding; 

 Static 

o Default binding method for a dvPortGroup 

o !ǎǎƛƎƴŜŘ ǘƻ ŀ ±a ǿƘŜƴ ƛǘΩǎ ŀŘŘŜŘ ǘƻ ǘƘŜ ŘǾtƻǊǘDǊƻǳǇ 

o Conceptually like a static IP address 

o Port assignment persists to the VM across reboots, vMotions etc 

 Dynamic 

o Used when you approach port limits (either on the particular dvPortGroup or on the 

vDS itself which has a maximum of 6000 dvPorts). If you have 10,000 VMs you only 

allocate a dvPort to powered on VMs  

o Conceptually like DHCP for a pool of desktops 

o dvPort assignment can change when VM is powered off. vCenter will attempt to use 

the same dvPort but no guarantee. 

o LIMITATION: Not all VMs can be powered on at the same time if you have more than 

6000. 

o LIMITATION: vCenter must be available when powering on the VM, as it needs to 

assign a dvPort. 

 Ephemeral 

o Port binding does NOT persist. 

o Number of VMs can exceed the number of ports on a given dvPortGroup (but are 

still bound by the total number of dvPorts on a vDS) 

o Equivalent to standard vSwitch behaviour 

o You can power on a VM using either vCenter or the VI client connected directly to a 

host. 

o Typically used in emergency or recovery situations. You could create an ephemeral 

portgroup to be used with a virtual vCenter for instance. 

TA2525 - vSphere Networking Deep Dive explains the port binding quite clearly (around the 30 minute 

mark) and the Trainsignal Troubleshooting course has a video dedicated to explaining port binding. 

NOTE: vSphere 4.1 has increased the port maximums (there are now up to 20,000 dvPorts per vDS). 

There is some guidance in VMwareKB1022312 on choosing the port binding type. 

Configuring port bindings 

http://kb.vmware.com/kb/1008127
http://www.virtuallifestyle.nl/2009/12/virtualizing-vcenter-with-vds-another-catch-22/
http://www.vmworld.com/docs/DOC-3813
http://www.trainsignal.com/VMware-vSphere-Troubleshooting-Training.aspx
http://www.vmware.com/pdf/vsphere4/r41/vsp_41_config_max.pdf
http://kb.vmware.com/kb/1022312
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 Port Binding are configured in vCenter 

 /ƻƴŦƛƎǳǊŜŘ ǇŜǊ ŘǾtƻǊǘDǊƻǳǇ όŎŀƴΩǘ ōŜ ƻǾŜǊǊƛŘŘŜƴ ƻƴ ŀƴ ƛƴŘƛǾƛŘǳŀƭ ŘǾtƻǊǘύ 

 Must be configured before assigning VMs to the dvPortGroup.  

 No command line configuration is available. 

2.4.4 Configure Live Port Moving  

Despite being on the blueprint there is very little information about what this actually is. The ESX 

/ƻƴŦƛƎǳǊŀǘƛƻƴ DǳƛŘŜ Ƙŀǎ ŀ ǘƻƪŜƴ ƳŜƴǘƛƻƴ όƻƴ ǇŀƎŜ орύ ǿƘŜǊŜ ƛǘ ǊŜŦŜǊǎ ǘƻ ΨŀƭƭƻǿƛƴƎ ƭƛve port 

ƳƛƎǊŀǘƛƻƴΩ ŀǎ ŀ ǇǊƻǇŜǊǘȅ ƻƴ ŀ Ǿ5{ ōǳǘ L ŎƻǳƭŘƴΩǘ ŦƛƴŘ ǘƘŜ ƻǇǘƛƻƴ όŀƴŘ LΩƳ not the only one). 

There is a post on the VMware communities site explaining a bit about it - ƭŜǘΩǎ Ƨǳǎǘ ƘƻǇŜ ƛǘΩǎ ƴƻǘ 

tested! 

2.4.5 Identify the appropriate distributed switch technology to use  

This could mean knowing when to use the basic vDS or the Nexus 1000V - have a read of Comparing 

vSS, dvS and Nexus 1000V white paper. Alternatively it could mean knowing then the extra features 

available with a vDS (compared to a vSS) are needed; 

 to simplify network maintenance in larger environment (less configuration) 

 delegation to a network team (relevant to Nexus 1000V) 

 when Enterprise+ licencing is available!  

 when you need PVLANs (isolation of hosts within a single VLAN for example) 

 when you need network vMotion - VMSafe, vShield product suite etc 

2.4.6 Use command line tools to troubleshoot an existing vDS  

See the troubleshooting section 6.3 for details. 

 

http://communities.vmware.com/message/1710001
http://communities.vmware.com/thread/217330
http://www.vmware.com/files/pdf/technology/cisco_vmware_virtualizing_the_datacenter.pdf
http://www.vmware.com/files/pdf/technology/cisco_vmware_virtualizing_the_datacenter.pdf
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3 Deploy DRS Clusters and Manage Performance 

3.1 Tune and Optimize vSphere Performance  

Knowledge 

 Identify appropriate BIOS and firmware setting requirements for optimal ESX/ESXi Host performance 

 Identify appropriate ESX driver revisions required for optimal ESX/ESXi Host performance 

 Recall where to locate information resources to verify compliance with VMware and third party 

vendor best practices 

Skills and Abilities 

 Tune ESX/ESXi Host and Virtual Machine memory configurations 

 Tune ESX/ESXi Host and Virtual Machine networking configurations 

 Tune ESX/ESXi Host and Virtual Machine CPU configurations 

 Tune ESX/ESXi Host and Virtual Machine storage configurations 

 Configure and apply advanced ESX/ESXi Host attributes 

 Configure and apply advanced Virtual Machine attributes 

 Tune and optimize NUMA controls 

Tools & learning resources 

 Product Documentation 

o vSphere Resource Management Guide 

o Ǿ{ǇƘŜǊŜ /ƻƳƳŀƴŘπ[ƛƴŜ LƴǘŜǊŦŀŎŜ Lƴǎǘŀƭƭŀǘƛƻƴ ŀƴŘ {ŎǊƛǇǘƛƴƎ DǳƛŘŜ 

o Performance Troubleshooting for VMware vSphere 4 

 vSphere Client 

o Performance Graphs 

 vSphere CLI 

o vicfg-* ,resxtop/esxtop, vscsiStats 

 VMworld 2010 session TA7750 Understanding Virtualisation Memory Management (subscription 

required) 

 VMworld 2010 session TA7171 - Performance Best Practices for vSphere (subscription required) 

 VMworld 2010 session TA8129 - Beginners guide to performance management on vSphere 

(subscription required) 

 Performance Troubleshooting in Virtual Infrastructure ό¢!оонпΣ ±aǿƻǊƭŘ Ωлфύ 

 {Ŏƻǘǘ {ŀǳŜǊΩǎ ōƭƻƎǇƻǎǘ ƻƴ ǎǘƻǊŀƎŜ ǇŜǊŦƻǊƳŀƴŎŜ 

 ±aǿŀǊŜΩǎ tŜǊŦƻǊƳŀƴŎŜ .Ŝǎǘ tǊŀŎǘƛŎŜǎ ǿƘƛǘŜ ǇŀǇŜǊ 

LǘΩǎ ƘŀǊŘ ǘƻ ƪƴƻǿ ǿƘŀǘ ǘƻ ŎƻǾŜǊ ƛƴ ǘƘƛǎ ƻōƧŜŎǘƛǾŜ ŀǎ ǇŜǊŦƻǊƳŀƴŎŜ ǘǳƴƛƴƎ ƻŦǘŜƴ ƛƳǇƭƛŜǎ 

troubleshooting (note the recommended reading of Performance Troubleshooting!) ƘŜƴŎŜ ǘƘŜǊŜΩǎ ŀ 

significant overlap with the troubleshooting section. Luckily there are plenty of excellent resources 

ƛƴ ǘƘŜ ōƭƻƎƻǎǇƘŜǊŜ ŀƴŘ ŦǊƻƳ ±aǿŀǊŜ ǎƻ ƛǘΩǎ Ƨǳǎǘ ŀ ŎŀǎŜ ƻŦ ǊŜŀŘƛƴƎ ŀƴŘ ǇǊŀŎǘƛŎƛƴƎΦ 

3.1.1 Identify BIOS and firmware setting s for optimal perform ance 

This will vary for each vendor but typical things to check; 

 Power saving for the CPU. 

 Hyperthreading - should be enabled 

http://www.vmware.com/pdf/vsphere4/r41/vsp_41_resource_mgmt.pdf
http://www.vmware.com/pdf/vsphere4/r41/vsp4_41_vcli_inst_script.pdf
http://communities.vmware.com/docs/DOC-14905
http://www.vmworld.com/community/sessions/2010/
http://www.vmworld.com/community/sessions/2010/
http://www.vmworld.com/community/sessions/2010/
http://www.vmworld.com/docs/DOC-3847
http://www.virtualinsanity.com/index.php/2010/03/16/performance-troubleshooting-vmware-vsphere-storage/
http://www.vmware.com/pdf/Perf_Best_Practices_vSphere4.0.pdf
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 Hardware virtualisation (Intel VT, EPT etc) - required for EVC, Fault Tolerance etc 

NOTE: You should also ŜƴŀōƭŜ ǘƘŜ Ψbƻ 9ȄŜŎǳǘŜΩ ƳŜƳƻǊȅ ǇǊƻǘŜŎǘƛƻƴ ōƛǘ. 

 NUMA settings (node interleaving for DL385 for instance. Normally disabled - check Frank 

5ŜƴƴŜƳŀƴΩǎ Ǉƻǎǘ. 

 WOL for NIC cards (used with DPM) 

3.1.2 Identify appropriate ESX driver revisions required for optimal host performance  

L ƎǳŜǎǎ ǘƘŜȅ ƳŜŀƴ ǘƘŜ I/[Φ [ŜǘΩǎ ƘƻǇŜ ȅƻǳ ŘƻƴΩǘ ƴŜŜŘ ŀƴ ŜƴŎȅŎƭƻǇŀŜŘƛŎ ƪƴƻǿƭŜŘƎŜ ƻŦ ŘǊƛǾŜǊ ǾŜǊǎƛƻƴ 

histories! 

3.1.3 Tune ESX/i host and VM memory configurations  

Read this great series of blog posts from Arnim Van Lieshout on memory management - part one, 

two and three. And as always the Frank Denneman post. 

 

Check your Service Console memory usage using esxtop. 

Hardware assisted memory virtualisation 

Check this is enabled (per VM). Edit Settings -> Options -> CPU/MMU Virtualisation; 

 
NOTE: VMware strongly recommend you use large pages in conjunction with hardware assisted 

memory virtualisation. See section 3.2 for details on enabling large memory pages. However 

enabling large memory pages will negate the efficiency of TPS so you gain performance at the cost of 

ƘƛƎƘŜǊ ƳŜƳƻǊȅ ǳǎŀƎŜΦ tƛŎƪ ȅƻǳǊ ǇƻƛǎƻƴΧόŀƴŘ ǊŜŀŘ ǘƘƛǎ interesting thread on the VMware forums) 

 

Preference for memory overcommit  storage performance (most effective at the top); 

1. Transparent page sharing (negligible performance impact) 

2. Ballooning 

3. Memory compression 

4. VMkernel swap files (significant performance impact) 

Transparent Page Sharing (TPS) - otherwise known as dedupe! 

 Enabled by default 

 Refreshed periodically 

 Can be disabled; 

http://www.vi-tips.com/2009/04/how-to-enable-64-bit-in-bios-on-hp.html
http://frankdenneman.nl/2010/12/node-interleaving-enable-or-disable/
http://frankdenneman.nl/2010/12/node-interleaving-enable-or-disable/
http://www.van-lieshout.com/2009/04/esx-memory-management-part-1/
http://www.van-lieshout.com/2009/05/esx-memory-management-part-2/
http://www.van-lieshout.com/2009/05/esx-memory-management-%E2%80%93-part-3/
http://frankdenneman.nl/2010/06/memory-reclaimation-when-and-how/
http://communities.vmware.com/thread/211585?start=0&tstart=0


 

www.vExperienced.co.uk/vcap-dca Page 41 
 

o Disable per ESX - add Mem.ShareScanGHz = 0 in Advanced Settings 

(VMwareKB1004901) 

o Disable per VM - add sched.mem.pshare.enable = FALSE in .VMX (entry not present 

by default). 

 Efficiency is impacted If you enable large memory pages (see this discussion) 

Balloon driver 

 Uses a guest OS driver (vmmemctl) which is installed with VMware Tools (all supported OSs) 

 Guest OS must have enough swapfile configured for balloon driver to work effectively 

 Default max for balloon driver to reclaim is 65%. Can be tuned using sched.mem.maxmemctl 

in .VMX (entry not present by default). Read this blogpost before considering disabling! 

 Ballooning is normal when overcommitting memory and may impact performance 

Swapfiles 

 VMware swapfiles 

o Stored (by default) in same datastore as VM (as a .vswp file). Size = configured 

memory - memory reservation. 

o Include in storage capacity sizing 

o Can be configured to use local datastore but that can impact vMotion performance. 

Configured at either cluster/host level or override per VM (Edit Settings -> Options - 

Swapfile location) 

o Will almost certainly impact performance 

 Guest OS swapfiles 

o Should be configured for worst case (VM pages all memory to guest swapfile) when 

ballooning is used 

bh¢9Υ ²ƘƛƭŜ ōƻǘƘ ŀǊŜ ŎƭŀǎǎƛŦƛŜŘ ŀǎ ΨƳŜƳƻǊȅ ƻǇǘƛƳƛǎŀǘƛƻƴǎΩ ǘƘŜȅ ōƻǘƘ ƛƳǇŀŎǘ ǎǘƻǊŀƎŜ ŎŀǇŀŎƛǘȅΦ 

Memory compression 

aŜƳƻǊȅ ŎƻƳǇǊŜǎǎƛƻƴ ƛǎ ŀ ƴŜǿ ŦŜŀǘǳǊŜ ǘƻ Ǿ{ǇƘŜǊŜ пΦм όǿƘƛŎƘ ƛǎƴΩǘ ŎƻǾŜǊŜŘ ƛƴ ǘƘŜ ƭŀō ȅŜǘύ ǎƻ L ǿƻƴΩǘ 

cover it here. 

Monitoring memory optimisations 

TPS 

 esxtop; 

o PSHARE/MB - ŎƘŜŎƪ ΨǎƘŀǊŜŘΩΣ ΨŎƻƳƳƻƴΩ ŀƴŘ ΨǎŀǾƛƴƎǎΩ όƳŜƳƻǊȅ ƻǾŜǊŎƻƳƳƛǘύ 

o Overcommit % shown on the top line of the memory view (press m).  0.19 = 19%. 

o bh¢9Υ hƴ ·Ŝƻƴ ррлл όbŜƘŀƭŜƳύ Ƙƻǎǘǎ ¢t{ ǿƻƴΩǘ ǎƘƻǿ ƳǳŎƘ ōŜƴŜŦƛǘ ǳƴǘƛƭ ȅƻǳ 

overcommit memory (VMwareKB1021095) 

 vCenter performance charts όǳƴŘŜǊ ΨaŜƳƻǊȅΩύ; 

o ΨMemory sharedΩΦ For VMs and hosts, collection level 2.  

o ΨaŜƳƻǊȅ ŎƻƳƳƻƴΩΦ For hosts only, collection level 2 

Ballooning 

 esxtop 

o MEMCTL/MB - check current, target.  

MCTL? to see if driver is active όǇǊŜǎǎ ΨŦΩ ǘƘŜƴ ΨƛΩ ǘƻ ŀŘŘ ƳŜƳŎǘƭ ŎƻƭǳƳƴǎύ 

http://kb.vmware.com/kb/1004901
http://www.yellow-bricks.com/2010/05/11/disabling-tps-hurting-performance/
http://frankdenneman.nl/2010/11/disable-ballooning/
http://kb.vmware.com/kb/1021095
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 vCenter performance charts όǳƴŘŜǊ ΨaŜƳƻǊȅΩύΤ; 

o ΨƳŜƳƻǊȅ balloonΩ. For hosts and VMs, collection level 1. 

o ΨƳŜƳƻǊȅ ōŀƭƭƻƻƴ ǘŀǊƎŜǘΩ. For VMs only, collection level 2. 

Swapfiles 

 esxtop 

o SWAP/MB - check current, r/s, w/s.  

o SWCUR to see current swap in MB όǇǊŜǎǎ ΨŦΩ ǘƘŜƴ ΨƧΩ ǘƻ ŀŘŘ ǎǿŀǇ ŎƻƭǳƳƴǎύ 

 vCenter performance charts όǳƴŘŜǊ ΨaŜƳƻǊȅΩύ; 

o ΨMemory {ǿŀǇ ¦ǎŜŘΩ όƘƻǎǘǎύ ƻǊ Ψ{ǿŀǇǇŜŘΩ ό±aǎύΦ Collection level 2. 

o Ψ{ǿŀǇ ƛƴ ǊŀǘŜΩΣ Ψ{ǿŀǇ ƻǳǘ ǊŀǘŜΩΦ For hosts and VMs, collection level 1. 

NOTE: Remember you can tailor statistics levels - vCenter Server Settings -> Statistics. Default is all 

level one metrics kept for one year. 

 

Read Duncan Eppings blogpost for some interesting points on using esxtop to monitor ballooning 

and swapping. See Troubleshooting section 6.46.2 for more information on CPU/memory 

performance. 

3.1.4 Tune ESX/ESXi Host and Virtual Machine networking configurations  

Things to consider; 

 /ƘŜŎƪ ȅƻǳΩǊŜ ǳǎƛƴƎ ǘƘŜ ƭŀǘŜǎǘ bL/ ŘǊƛǾŜǊ ōƻǘƘ ŦƻǊ ǘƘŜ 9{· host and the guest OS (VMTools 

installed and VMXNET3 driver where possible) 

 Check NIC teaming is correctly configured 

 Check physical NIC properties - speed and duplex are correct, enable TOE if possible 

 Add physical NICs to increase bandwidth  

 Enable Netqueue - see section 2.1.3 

 Consider DirectPath I/O - see section 1.1.4 

 Consider use of jumbo frames (though some studies show little performance improvement) 

Monitoring network optimisations 

esxtop όǇǊŜǎǎ ΨƴΩ ǘƻ ƎŜǘ ƴŜǘǿƻǊƪ ǎǘŀǘƛǎǘƛŎǎύ; 

 %DRPTX - should be 0 

 %DRPRX - should be 0 

 ¸ƻǳ Ŏŀƴ ŀƭǎƻ ǎŜŜ ǿƘƛŎƘ ±a ƛǎ ǳǎƛƴƎ ǿƘƛŎƘ ǇbL/ ƛƴ ŀ ǘŜŀƳ όŀǎǎǳƳƛƴƎ ƛǘΩǎ ǳǎƛƴƎ ǾƛǊǘǳŀƭ ǇƻǊǘ L5 

load balancing), pNIC speed and duplex 

vCenter (Performance -> Advanced -> ΨbŜǘǿƻǊƪΩύΤ 

 Network usage average (KB/s). VMs and hosts, collection level 2. 

 Dropped rx - should be 0, collection level 2 

 Dropped tx - should be 0, collection level 2 

 

See Troubleshooting section 6.3 for more information on networking performance. 

3.1.5 Tune ESX/ESXi Host and Virtual Machine CPU configurations  

Hyperthreading 

 Enable hyperthreading in the BIOS όƛǘΩǎ ŜƴŀōƭŜŘ ōȅ ŘŜŦŀǳƭǘ ƛƴ ESX) 

http://www.yellow-bricks.com/2010/06/10/is-this-vm-actively-swapping-helping-heiner_hardt/
http://www.yellow-bricks.com/2010/06/10/is-this-vm-actively-swapping-helping-heiner_hardt/
http://www.boche.net/blog/index.php/2011/01/24/jumbo-frames-comparison-testing-with-ip-storage-and-vmotion/
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 Set hyperthreading sharing options on a per VM basis (Edit Settings -> Options). Default is to 

ŀƭƭƻǿ ǎƘŀǊƛƴƎ ǿƛǘƘ ƻǘƘŜǊ ±aǎ ŀƴŘ ǎƘƻǳƭŘƴΩǘ ōŜ ŎƘŀƴƎŜŘ ǳƴƭŜǎǎ ǎǇŜŎƛŦƛŎ ŎƻƴŘƛǘƛƻƴǎ ǊŜǉǳƛǊŜ ƛǘ 

(cache thrashing). 

 /ŀƴΩǘ ŜƴŀōƭŜ ǿƛǘƘ ƳƻǊŜ ǘƘŀƴ он ŎƻǊŜǎ ό9{· Ƙŀǎ ŀ сп logical CPU limit) 

CPU affinity 

 Avoid where possible - impacts DRS, vMotion, NUMA, CPU scheduler efficiency 

 Consider hyperthreading - ŘƻƴΩǘ ǎŜǘ ǘǿƻ ±aǎ ǘƻ ǳǎŜ /t¦ л ϧ м ŀǎ ǘƘŀǘ ƳƛƎƘǘ ōŜ ŀ ǎƛƴƎƭŜ 

hyperthreaded core  

 Use cases - licencing, copy protection 

CPU power management (vSphere v4.1 only) 

 Enabled in BIOS and ESX 

 Four levels; 

o High performance (default) - no power management features evoked unless 

triggered by thermal or power capping events 

o Balanced 

o Low power 

o Custom 

NOTE: VMware recommend disabling CPU power management in the BIOS if performance concerns 

outweigh power saving. 

Monitoring CPU optimisations 

esxtop όǇǊŜǎǎ ΨŎΩ ǘƻ ƎŜǘ /t¦ ǎǘŀǘƛǎǘƛŎǎύΤ 

 CPU load average (top line) - for example 0.19 = 19%. 

 %PCPU - should not be 100%! If one PCPU is constantly higher than other check for VM CPU 

affinity 

 %RDY - should be below 10% 

 %MLMTD - should be zero. If not check for VM CPU limits. 

 ¸ƻǳ Ŏŀƴ ŀƭǎƻ ǳǎŜ ΨŜΩ ǘƻ ŜȄǇŀƴŘ ŀ ǎǇŜŎƛŦƛŎ ±a ŀƴŘ ǎŜŜ ǘƘŜ ƭƻŀŘ ƻƴ ŜŀŎƘ Ǿ/t¦Φ DƻƻŘ ǘƻ ŎƘŜŎƪ ƛŦ 

vSMP is working effectively. 

vCenter (Performance -> Advanced ->  Ψ/t¦ΩύΤ 

 Ψ%CPU usageΩ - for both VMs and hosts, collection level 1 

 Ψ/t¦ wŜŀŘȅΩ - for VMs only, collection level 1. Not a percentage like esxtop - see this blog 

entry  about converting vCenter metrics into something meaningful. 

 

See Troubleshooting section 6.46.2 for more information on CPU/memory performance. 

3.1.6 Tune ESX/ESXi Host and Virtual Machine storage configurations  

Lƴ ǊŜŀƭƛǘȅ ǘƘŜǊŜΩǎ ƴƻǘ ǘƘŀǘ ƳǳŎƘ ǘǳƴƛƴƎ ȅƻǳ Ŏŀƴ Řƻ ŀǘ ǘƘŜ ±aǿŀǊŜ ƭŜǾŜƭ ǘƻ ƛƳǇǊƻǾŜ ǎǘƻǊŀƎŜΣ Ƴƻǎǘ 

tuning needs to be done at the storage array (reiterated in the ESXTOP Statistics guide).So what can 

you tune? Watch VMworld 2010 session TA8065 (subscription required). 

 

 Increase VM memory. This may increase caching and reduce the impact on storage 

 Disable AV scanning (often impacts storage quite heavily) 

http://blog.bradpayne.org/?p=146
http://blog.bradpayne.org/?p=146
http://www.vmworld.com/community/sessions/2010/
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 Use svMotion to move VMs to a less busy datastore 

Multipathing - select the right policy for your array (check with your vendor); 

 MRU (active passive) 

 Fixed (active/active) 

 Fixed_AP (active/passive and ALUA) 

 RR (active/active, typically with ALUA) 

Check multipathing configuration using esxcli and vicfg-mpath. For iSCSI check the software port 

binding. 

Storage alignment 

You should always align storage at array, VMFS, and guest OS level.  

Storage related queues 

Use esxcfg-module to amend LUN (HBA) queue depth (default 32). Syntax varies per vendor. 

Use esxcfg-advcfg to amend VMkernel queue depth (default ??). Should be the same as the LUN 

queue depth. 

NOTE: If ȅƻǳ ŀŘƧǳǎǘ ǘƘŜ [¦b ǉǳŜǳŜ ȅƻǳ ƘŀǾŜ ǘƻ ŀŘƧǳǎǘ ƻƴ ŜǾŜǊȅ Ƙƻǎǘ ƛƴ ŀ ŎƭǳǎǘŜǊ όƛǘΩǎ ŀ ǇŜǊ Ƙƻǎǘ 

setting) 

Using vscsiStats 

See section 3.5 for details of using vscsiStats. 

NOTE: Prior to vSphere 4.1 (which includes NFS latency in both vCenter charts and esxtop) vscsiStats 

was the only VMware tool to see NFS performance issues. Use array based tools! 

Monitoring storage optimisations 

esxtop (ǇǊŜǎǎ ΨŘΩΣΩǳΩΣ ƻǊ ΨǾΩ to get storage metrics for HBA, LUN and per VM respectively); 

 KAVG/cmd should be less than 2 (delay while kernel empties storage queue) 

 DAVG/cmd should be under 15-20ms (approx) 

 ABRTS/s should be zero (this equates to guest OS SCSI timeouts) 

 CONS/s should be zero (SCSI reservation conflicts. May indicate too many VMs in a LUN). 

V4.1 only. 

vCenter (Performance -> Advanced -> Disk. Only available in vSphere 4.1) 

 Kernel disk command latency - collection level 2 

 Physical disk command latency - collection level 2 

 Disk command aborts - if greater than 1 indicates overloaded storage. V4.1 only. 

Generic tips for optimising storage performance 

 Check IOps 

 Check latency 

 Check bandwidth 

 Remember for iSCSI and NAS you may also have to check network performance 

See Troubleshooting section 6.46.46.2 for more information on storage performance. 
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3.1.7 Configure and apply advanced ESX/ESXi Host attributes  

These can be configured via Configuration -> Advanced SettingsΦ ¢ƘƛƴƎǎ ȅƻǳΩƭƭ ƘŀǾŜ ǳǎŜŘ ǘƘƛǎ ŦƻǊΤ 

 Checking if Netqueue is enabled/disabled (vmKernel -> Boot) 

 Updating your NFS settings to apply Netapp recommendations (if you use Netapp storage) 

 Allowing snapshots on a virtual ESX host in your lab (unsupported but very useful!) 

 Disabling transparent page sharing 

 Setting preferred AD controllers (when using AD integration in vSphere 4.1) 

 

The vSphere Resource Management Guide lists some of the memory attributes but there are loads 

to investigate. 

3.1.8 Configure and apply advanced Virtual Machine attributes  

These are configured on a per VM basis via Edit Settings -> Options -> General -> Configuration 

tŀǊŀƳŜǘŜǊǎΦ ¢ƘƛƴƎǎ ȅƻǳΩƭƭ ǳǎŜ ǘƘƛǎ at ±aǿŀǊŜ ǎǳǇǇƻǊǘΩǎ ǊŜŎƻƳƳŜƴŘŀǘƛƻƴ; 

 Disabling alerts about a missing SCSI driver (courtesy of this blogpost) 

 Enabling Fault Tolerance on a virtual ESX host for your lab (not that this worked for me) 

 Enabling nested VMs to run on a virtual ESX host 

http://www.vcritical.com/2010/02/taking-snapshots-of-vmware-esx-4-running-in-a-vm/
http://www.vmware.com/pdf/vsphere4/r41/vsp_41_resource_mgmt.pdf
http://www.amikkelsen.com/?p=509
http://www.vcritical.com/2009/05/vmware-esx-4-can-even-virtualize-itself/
http://www.vcritical.com/2009/05/vmware-esx-4-can-even-virtualize-itself/
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3.1.9 Tune and optimize NUMA controls  

Non Uniform Memory access (NUMA) is a technology designed to optimise motherboard design. 

Rather than provide a single pool of physical memory to the various CPUs each CPU is given a set of 

ΨƭƻŎŀƭΩ ƳŜƳƻǊȅ ǿƘƛŎƘ ƛǎ Ŏŀƴ ŀŎŎŜǎǎ ǾŜǊȅ ǉǳƛŎƪƭȅΦ ¢ƘŜ ŘƛǎŀŘǾŀƴǘŀƎŜ ƛǎ that not all memory is instantly 

accessible to all CPUs. Read ±aǿŀǊŜ Ǿ{ǇƘŜǊŜϰ Υ ¢ƘŜ /t¦ {ŎƘŜŘǳƭŜǊ ƛƴ ±aǿŀǊŜϯ 9{·ϰ пΦм for more info. 

 

If you want to understand NUMA, you need to check out CǊŀƴƪ 5ŜƴƴŜƳŀƴΩǎ ǎƛǘŜ.  As of March 2011 

ƘŜΩǎ Ǝƻǘ мм in-depth articles about NUMA. 

 

Practical implications for VCAP-DCA exam? 

 Configured per VM. Go to Edit Settings -> Resources tab -> Advanced CPU. 

 Can have a performance impact if not balancing properly 

 Can be monitored using esxtop (CǊŀƴƪ 5ŜƴƴŜƳŀƴΩǎ Ǉƻǎǘ shows how) 

 Setting CPU affinity breaks NUMA optimisations 

 

Configure CPU and memory NUMA affinity; 

         
 

Monitoring performance impact of NUMA 

http://www.vmware.com/resources/techresources/10131
http://frankdenneman.nl/index.php?s=NUMA
http://frankdenneman.nl/2010/02/sizing-vms-and-numa-nodes/
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Using esxtop go to the memory view (m). The first figure is the total memory per NUMA node 

(approx. 20GB in the screenshot below) and the figure in brackets is the memory free per node. To 

ƎŜǘ ƳƻǊŜ b¦a! ǊŜƭŀǘŜŘ ǎǘŀǘƛǎǘƛŎǎ ǇǊŜǎǎ ΨŦΩ όǘƻ ǎŜƭŜŎǘ ŦƛŜƭŘǎ ǘƻ ŀŘŘύ ŀƴŘ ǘƘŜƴ ΨƎΩ ŦƻǊ b¦a! ǎǘŀǘƛǎǘƛŎǎΦ 

 

 
As you can see this server in this example is very imbalanced which could point to performance 

ƛǎǎǳŜǎ όƛǘΩǎ ŀ пΦлǳм ǎŜǊǾŜǊ ǎƻ ƴƻ ΨǿƛŘŜ b¦a!Ωύ. Looking further you can see that zhc1unodb01 only 

has 54% memory locality which is not good (Duncan Epping suggests under 80% is worth worrying 

about). Other people have seen similar situations and VMwareKB1026063 ƛǎ ŎƭƻǎŜ ōǳǘ ŘƻŜǎƴΩǘ 

perfectly match my symptoms. vSphere 4.1 has improvemŜƴǘǎ ǳǎƛƴƎ ΨǿƛŘŜΩ b¦aA support - maybe 

ǘƘŀǘΩƭƭ ƘŜƭǇΧ 

 

 

 

http://serverfault.com/questions/115737/esx-scheduler-and-numa-issue
http://kb.vmware.com/kb/1026063
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3.2 Optimize Virtual Machine Resources  

Knowledge 

  Compare and contrast virtual and physical hardware resources 

  Identify VMware memory management techniques 

  Identify VMware CPU load balancing techniques 

  LŘŜƴǘƛŦȅ ǇǊŜπǊŜǉǳƛǎites for Hot Add features 

Skills and Abilities 

  Calculate available resources 

  Properly size a Virtual Machine based on application workload 

  Configure large memory pages 

  Understand appropriate use cases for CPU affinity 

Tools & learning resources 

 Product Documentation 

o  vSphere Resource Management Guide 

o  Ǿ{ǇƘŜǊŜ /ƻƳƳŀƴŘπ[ƛƴŜ LƴǘŜǊŦŀŎŜ Installation and Scripting Guide 

o  ¦ƴŘŜǊǎǘŀƴŘƛƴƎ aŜƳƻǊȅ wŜǎƻǳǊŎŜ aŀƴŀƎŜƳŜƴǘ ƛƴ ±aǿŀǊŜϯ 9{·ϰ {ŜǊǾŜǊ пΦм 

o  ±aǿŀǊŜ Ǿ{ǇƘŜǊŜϰ Υ ¢ƘŜ /t¦ {ŎƘŜŘǳƭŜǊ ƛƴ ±aǿŀǊŜϯ 9{·ϰ пΦм 
  vSphere Client 

o Performance Charts 

  vSphere CLI 

o resxtop/esxtop 

 VMworld 2010 session TA7750 Understanding Virtualisation Memory Management (subscription 

required) 

 ±aǿŀǊŜΩǎ tŜǊŦƻǊƳŀƴŎŜ .Ŝǎǘ tǊŀŎǘƛŎŜǎ ǿƘƛǘŜ ǇŀǇŜǊ 

 
¢Ƙƛǎ ƻōƧŜŎǘƛǾŜ ƛǎ ŦƻŎǳǎŜŘ ƻƴ ǘƘŜ ±aǎ ǊŀǘƘŜǊ ǘƘŀƴ ǘƘŜ Ƙƻǎǘǎ ōǳǘ ǘƘŜǊŜΩǎ ǎǘƛƭƭ ŀ ƭŀǊƎŜ ƻǾŜǊƭŀǇ between this 
objective and the previous one. 

3.2.1 Identify m emory management techniques  

The theory - read the following blogposts; 

 CǊŀƴƪ 5ŜƴƴŜƳŀƴΩǎ ƛƳǇŀŎǘ ƻŦ ƳŜƳƻǊȅ ǊŜǎŜǊǾŀǘƛƻƴǎ 

 5ǳƴŎŀƴ 9ǇǇƛƴƎΩǎ ΨƳŜƳƻǊȅ ƭƛƳƛǘǎΩ Ǉƻǎǘ (and work your way through the comments!) 

 
¢ƘŜ ŦƻƭƭƻǿƛƴƎ ƳŜƳƻǊȅ ƳŜŎƘŀƴƛǎƳǎ ǿŜǊŜ ŎƻǾŜǊŜŘ ƛƴ ǎŜŎǘƛƻƴ оΦм ǎƻ L ǿƻƴΩǘ ŘǳǇƭƛŎŀǘŜΤ 

 transparent page sharing 

 ballooning (via VMTools) 

 memory compression (vSphere 4.1 onwards) 

 virtual swap files  

 NUMA 

There are also various mechanisms for controlling memory allocations to VMs; 

 reservations and limitations 

 shares - disk, CPU and memory 

 resource pools (in clusters) 

http://www.vmware.com/pdf/vsphere4/r41/vsp_41_resource_mgmt.pdf
http://www.vmware.com/pdf/vsphere4/r41/vsp4_41_vcli_inst_script.pdf
http://www.vmware.com/files/pdf/techpaper/vsp_41_perf_memory_mgmt.pdf
http://www.vmware.com/resources/techresources/10131
http://www.vmworld.com/community/sessions/2010/
http://www.vmware.com/pdf/Perf_Best_Practices_vSphere4.0.pdf
http://frankdenneman.nl/2009/12/impact-of-memory-reservation/
http://www.yellow-bricks.com/2010/07/06/memory-limits/
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Disable unnecessary devices in the VM settings (floppy drive, USB controllers, extra NICs etc) as they have a 
memory overhead. 

3.2.2 CPU load balancing techniques 

Read ±aǿŀǊŜ Ǿ{ǇƘŜǊŜϰ Υ ¢ƘŜ /t¦ {ŎƘŜŘǳƭŜǊ ƛƴ ±aǿŀǊŜϯ 9{·ϰ пΦм and CǊŀƴƪ 5ŜƴƴŜƳŀƴΩǎ ōƭƻƎǇƻǎǘ to 
understand the theory. 

 NUMA architectures (see section 3.1.9 for full details)Φ 5ƻƴΩǘ ŀƭƭƻŎŀǘŜ ŀ ±a ƳƻǊŜ Ǿ/t¦ǎ than 
per NUMA node. 

 Hyperthreading 

 Relaxed co-scheduling 

Use cases for CPU affinity 

 licencing (although some companies such as Oracle ǎǘƛƭƭ ŘƻƴΩǘ ǊŜŎƻƎƴƛǎŜ ƛǘ) ǿƘŜǊŜ ƛǘΩǎ ōŀǎŜŘ 
on per physical CPU 

 copy protection schemes which bind applications to a CPU (SafeEnd, FireDaemon etc) 

Disadvantages 

 .ǊŜŀƪǎ b¦a! ƻǇǘƛƳƛǎŀǘƛƻƴǎ όǎŜŜ CǊŀƴƪ 5ŜƴƴŜƳŀƴΩǎ Ǉƻǎǘύ 

 ! ±a ǿƛǘƘ /t¦ ŀŦŦƛƴƛǘȅ ǎŜǘ Ŏŀƴƴƻǘ ōŜ ǾaƻǘƛƻƴŜŘΣ ƘŜƴŎŜ ƛǘ ŎŀƴΩǘ ōŜ ŎƻƴŦƛƎǳǊŜŘ ŦƻǊ ŀ ±a ƛƴ ŀ 
fully automated DRS cluster either. 

3.2.3 Hot Add prerequisites  

 Not enabled by default. 

 Guest OS support (/ƘŜŎƪ Wŀǎƻƴ .ƻŎƘŜΩǎ blogpost for details of guest OS and hotplug) 

 Memory and CPUs can be hot added (but not hot removed) but not all devices can 

 Enabled per VM and needs a reboot to take effect (ironically!).  
o Enable on templates 

 Virtual h/w v7  

 Not compatible with Fault Tolerance - use one of the other. 

3.2.4 Calculate available resources  

There are various places to check available resources; 

 At the host level 
o The summary tab shows a high level view of free CPU and memory (with TPS savings 

accounted for)  
o The Resources tab shows more in-depth information broken down per VM 

 On resource pools 
o Check the reservations and limits set for the resource pool. Is it unlimited (the 

default) and expandable? 

 At cluster level 
o Use the DRS distribution chart to understand the resource allocation 

 
One of the most common support issues is ǘǊƻǳōƭŜǎƘƻƻǘƛƴƎ ǿƘȅ ŀ ǇŀǊǘƛŎǳƭŀǊ ±a ŎŀƴΩǘ ōŜ ǇƻǿŜǊŜŘ 
on, typically with the error that it failed admission control. Check resource pool settings! 
 

 In the VI client check the VM requirements - CPU, RAM, reservations, limits etc 

 In a cluster check if admission control is enabled (Edit Settings -> HA) 

 Check the parent resource pool to see if it has reservation or limits set 

 Check shares for the VM - ƛŦ ƛǘΩǎ ƛƴ ŀ ŎƭǳǎǘŜǊ ȅƻǳ Ŏŀƴ ŎƘŜŎƪ ƛǘΩǎ ΨǿƻǊǎǘ ŎŀǎŜ ŀƭƭƻŎŀǘƛƻƴΩ ƻƴ ǘƘŜ 
Resource tab. 

 

http://www.vmware.com/resources/techresources/10131
http://frankdenneman.nl/2011/01/beating-a-dead-horse-using-cpu-affinity/
http://communities.vmware.com/message/1527202
http://www.boche.net/blog/index.php/2009/05/10/vsphere-memory-hot-add-cpu-hot-plug/
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NOTE: One common misconfiguration is to have VMs in the root resource pool. This can completely 
skew the resource allocation ōŜŎŀǳǎŜ ƛǘΩƭƭ ƎŜǘ ŀ ǇŜǊŎŜƴǘŀƎŜ ƻŦ ǘƘŜ Ǌƻƻǘ ǊŜǎƻǳǊŎŜ ǇƻƻƭΦ 
NOTE: Shares are relative to other VMs on the same host ŀƴŘ ƻƴƭȅ ŀǇǇƭȅ ǿƘŜƴ ǘƘŜǊŜΩǎ ŎƻƴǘŜƴǘƛon. 
Food for thought from Duncan Epping. 
bh¢9Υ ²ƘŜƴ ŀŘƳƛǎǎƛƻƴ ŎƻƴǘǊƻƭ ŎƘŜŎƪǎ ŀǾŀƛƭŀōƭŜ ƳŜƳƻǊȅ όǘƻ ƎǳŀǊŀƴǘŜŜ ǘƻ ŀ ±a ŀǎ ƛǘΩǎ ōŜƛƴƎ 
ǇƻǿŜǊŜŘ ƻƴύ ƛǘ ǳǎŜǎ ΨƳŀŎƘƛƴŜ ƳŜƳƻǊȅΩ ǊŀǘƘŜǊ ǘƘŀƴ ΨƎǳŜǎǘ ǇƘȅǎƛŎŀƭ ƳŜƳƻǊȅΩΦ  ¢Ƙƛǎ ƳŜŀƴǎ ¢t{ ǎŀǾƛƴƎǎ 
are factored into admission control. Explained by Frank Denneman. 
 
Make sure you remember your VCP knowledge about resource pools; 

 expandable reservations - the child resource pool can also use spare resources from its 
parent resource pool 

 fixed reservations - the child resource pool has a fixed limit and attempt to allocate more 
resources will be denied. 

Some good thoughts in this VMware communities thread by Jase McCarty and another Frank 
Denneman post. 

3.2.5 Properly  size a VM based on application workload  

Refer to section 3.1 regarding tuning memory, CPU, network and storage. Memory is often the main 
resource to get right. Use either vCenter or esxtop to monitor the memory statistics below; 

 Active memory is key - shows an estimated amount of RAM needed by the VM 

 Check ballooned or swapped memory 
o Ballooning is probably OK 
o Swap is BAD! 

 
NOTE: Some applications will grab as much memory as they can (or are configured to) and manage it 
themselves rather than leaving it to the guest OS - Java and Oracle are typical examples. 
Unfortunately this makes tuning the VM difficult as neither VMware or the guest OS know what 
memory is in use (and therefore can be paged/ballooned).  
 
Check using esxtop that a vSMP server is equally balancing CPU across the vCPUs - otherwise it 
maybe misconfigured or simply not using multithreaded apps (in which case you could consider 
decreasing vCPU allocation). Consider HAL when doing this. 

3.2.6 Configuri ng large memory pages  

From the VMware Performance Best Practices whitepaper; 

 άLƴ ŀŘŘƛǘƛƻƴ ǘƻ ǘƘŜ ǳǎǳŀƭ пY. ƳŜƳƻǊȅ ǇŀƎŜǎΣ 9{· ŀƭǎƻ ƳŀƪŜǎ нa. ƳŜƳƻǊȅ ǇŀƎŜǎ ŀǾŀƛƭŀōƭŜ 

(commonly referǊŜŘ ǘƻ ŀǎ άƭŀǊƎŜ ǇŀƎŜǎέύΦ .ȅ ŘŜŦŀǳƭǘ 9{· ŀǎǎƛƎƴǎ ǘƘŜǎŜ нa. ƳŀŎƘƛƴŜ ƳŜƳƻǊȅ ǇŀƎŜǎ 

to guest operating systems that request them, giving the guest operating system the full advantage 

ƻŦ ǳǎƛƴƎ ƭŀǊƎŜ ǇŀƎŜǎΦέ  

VMware recommend that when hardware memory virtualisation is enabled you also enable large 

page support in the guest OS (ESX is enabled by default). Some estimates show a 10-20% 

performance increase for large memory pages - more in the VMware white paper on large page 

performance.  

If you want to know more check this good blogpost on large memory pages by Forbes Guthrie and follow 

his links for some interesting discussion. 

Enabling/disabling large pages in ESX 

http://www.yellow-bricks.com/2010/02/22/the-resource-pool-priority-pie-paradox/
http://frankdenneman.nl/2009/12/impact-of-memory-reservation/
http://communities.vmware.com/message/1522397
http://frankdenneman.nl/2010/05/resource-pools-memory-reservations/
http://frankdenneman.nl/2010/05/resource-pools-memory-reservations/
http://www.vmware.com/pdf/Perf_Best_Practices_vSphere4.0.pdf
http://www.vmware.com/resources/techresources/1039
http://www.vmware.com/resources/techresources/1039
http://www.vreference.com/2011/01/25/larges-pages-a-problem-of-perception-and-measurement/
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vSphere automatically enables large pages but you can disable it if you want. Go to Configuration -> 

Software  -> Advanced Settings (this applies to all VMs on the host)Φ !ŦǘŜǊ ŎƘŀƴƎƛƴƎ ǘƘƛǎ ǎŜǘǘƛƴƎ ȅƻǳΩƭƭ 

need to vMotion your VMs off and back onto the host for the memory to be reallocated into small 

pages. 

 

NOTE: You can also override this setting per VM by adding the following value in the .VMX file; 

monitor_control.disable_mmu_largepages = FALSE (from this thread) 

To enable large pages in the guest OS 

See vendor documentation (W2k3 and RHEL4 are also covered in the VMware white paper on large 

page performance); 

 Windows 2003 - ŜƴŀōƭŜ ǇŜǊƳƛǎǎƛƻƴ ǘƻ Ψ[ƻŎƪ ƳŜƳƻǊȅΩ  ƛƴ [ƻŎŀƭ {ŜŎǳǊƛǘȅ tƻƭƛŎȅ ǎnapin. Assign 

rights to the appropriate user (maybe a SQL account if using large pages with SQL server for 

example) 

 Linux - Ψecho 1024 > /proc/sys/vm/nr_hugepagesΩ 

Impact on TPS 

¢t{ ŘƻŜǎƴΩǘ ǿƻǊƪ ǿƛǘƘ ƭŀǊƎŜ ƳŜƳƻǊȅ ǇŀƎŜǎΣ ǎƻ ƻƴ bŜƘalem servers (or any server with hardware 

assisted memory virtualisation) the memory saving via TPS are minimised until there is memory 

contention. When memory is overcommitted TPS can break down a large memory page into small 

pages so TPS benefits can still be realised. (VMwareKB1021095) 

bh¢9Υ ¢ƘŜ ƛƳǇŀŎǘ ƻƴ ¢t{ ƻƴƭȅ ŎƻƳŜǎ ƛƴǘƻ Ǉƭŀȅ ƛŦ ȅƻǳΩǾŜ ŜƴŀōƭŜŘ ƭŀǊƎŜ ǇŀƎŜǎ ƛƴ .h¢I 9{· ŀƴŘ ǘƘŜ 

ƎǳŜǎǘ h{Φ LŦ ƛǘΩǎ ƻƴƭȅ ŜƴŀōƭŜŘ ƛƴ 9{· ōǳǘ ǘƘŜ ƎǳŜǎǘ h{ ŘƻŜǎƴΩǘ ǊŜǉǳŜǎǘ ƭŀǊƎŜ ǇŀƎŜǎΣ ǎƳŀƭƭ ǇŀƎŜǎ ǿƛƭƭ ǎǘƛƭƭ 

be used and TPS will kick in as usual. 

Application support for large pages 

Consider what applications are running and whether they benefit from large pages - ƻǘƘŜǊǿƛǎŜ ƛǘΩǎ ŀƭƭ 

a waste of time! 

Some details about enabling large pages for SQL Server 2008 

http://www.yellow-bricks.com/2010/05/27/kb-article-1020524-tps-and-nehalem/
http://www.vmware.com/resources/techresources/1039
http://www.vmware.com/resources/techresources/1039
http://kb.vmware.com/kb/1021095
http://techdom.nl/microsoft/large-pages-theory-usage-sql-server-2008/
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3.3 Implement and Maintain Complex DRS Solutions  

Knowledge 

  9ȄǇƭŀƛƴ 5w{ ŀŦŦƛƴƛǘȅ ŀƴŘ ŀƴǘƛπŀŦŦƛƴƛǘȅ ǊǳƭŜǎ 

  Identify required hardware components to support DPM 

  Identify EVC requirements, baselines and components 

  ¦ƴŘŜǊǎǘŀƴŘ ǘƘŜ 5w{ ǎƭƻǘπǎƛȊŜ ŀƭƎƻǊƛǘƘƳ ŀƴŘ ƛǘǎ ƛƳǇŀŎǘ ƻƴ ƳƛƎǊŀǘƛƻƴ ǊŜŎƻƳƳŜƴŘŀǘƛƻƴǎ 

Skills and Abilities 

  Properly configure BIOS and management settings to support DPM 

  Test DPM to verify proper configuration 

  Configure appropriate DPM Threshold to meet business requirements 

  Configure EVC using appropriate baseline 

  Change the EVC mode on an existing DRS cluster 

  Create DRS and DPM alarms 

  Configure applicable power management settings for ESX Hosts 

  Properly size virtual machines and clusters for optimal DRS efficiency 

  Properly apply virtual machine automation levels based upon application requirements 

Tools & learning resources 

  Product Documentation 

o  vSphere Resource Management Guide 

o vSphere Datacenter Administration Guide (not listed in blueprint, but details EVC) 

  vSphere Client 

o DRS Resource Distribution Chart 

 CǊŀƴƪ 5ŜƴƴŜƳŀƴΩǎ ōƭƻƎǇƻǎǘ ƻƴ ǳǎƛƴƎ 5ta ǿƛǘƘ 5w{ 

 Wŀǎƻƴ .ƻŎƘŜΩǎ ōƭƻƎǇƻǎǘ ŀōƻǳǘ 5ta ¦L ŎƻƴǎƛǎǘŜƴŎȅ 

 5ǳƴŎŀƴ 9ǇǇƛƴƎ ŀƴŘ CǊŀƴƪ 5ŜƴƴŜƳŀƴΩǎ I! ŀƴŘ 5w{ ōƻƻƪ 

 DRS limitations with vSMP 

 Fine tuning the DRS algorithm 

 The math behind the DRS algorithm 

 Community blogpost ς good log files for troubleshooting EVC 

 CǊŀƴƪ 5ŜƴƴŜƳŀƴΩǎ excellent post on VM-Host affinity rules 

3.3.1 Advanced DRS 

The basics 

Use the (new to vSphere) DRS Faults and DRS History tabs to investigate issues with DRS 

By default DRS recalculates every 5 minutes (including DPM recommendations), but it also does so 

when resource settings are changed (reservations, adding/removing hosts etc).For a full list of 

ŀŎǘƛƻƴǎ ǿƘƛŎƘ ǘǊƛƎƎŜǊ 5w{ ŎŀƭŎǳƭŀǘƛƻƴǎ ǎŜŜ CǊŀƴƪ 5ŜƴƴŜƳŀƴΩǎ I!κ5w{ ōƻƻƪΦ 

Limitations of DRS with vSMP VMs  

DRS deepdive at Yellow Bricks 

http://www.vmware.com/pdf/vsphere4/r41/vsp_41_resource_mgmt.pdf
http://www.vmware.com/pdf/vsphere4/r41/vsp_41_dc_admin_guide.pdf
http://frankdenneman.nl/2010/06/vmware-fault-tolerance-and-dpm/
http://www.boche.net/blog/index.php/2010/10/25/request-for-ui-consistency/
http://www.comcol.nl/detail/73133.htm
http://www.virtualizationpractice.com/blog/?p=9387
http://blogs.vmware.com/uptime/2011/01/tuning-the-drs-migration-threshold.html
http://professionalvmware.com/2010/06/the-math-behind-the-drs-stars/
http://communities.vmware.com/message/1359568
http://frankdenneman.nl/2010/07/vm-to-hosts-affinity-rule/
http://www.virtualizationpractice.com/blog/?p=9387
http://www.yellow-bricks.com/drs-deepdive/
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bh¢9Υ LǘΩǎ ǇŜǊŦŜŎǘƭȅ ǇƻǎǎƛōƭŜ ǘƻ ǘǳǊƴ ƻƴ 5w{ ŜǾŜƴ ǘƘƻǳƎƘ ŀƭƭ ǇǊŜǊŜǉǳƛǎƛǘŜ ŦǳƴŎǘƛƻƴŀƭƛǘȅ ƛǎƴΩǘ ŜƴŀōƭŜŘ - 

ŦƻǊ ŜȄŀƳǇƭŜ ƛŦ Ǿaƻǘƛƻƴ ƛǎƴΩǘ ŜƴŀōƭŜŘ ȅƻǳ ǿƻƴΩǘ ōŜ ǇǊƻƳǇǘŜŘ όŀǘ least until you try to migrate a VM)! 

Affinity and anti-affinity rules 

There are two types of affinity/anti-affinity rules; 

 VM-VM (new in vSphere v4.0) 

 VM-Host (new to vSphere 4.1) 

The VM-VM affinity is pretty straightforward. Simply select a group of two or more VMs and decide 

if they should be kept together (affinity) or apart (anti-affinity). Typical use cases; 

 Webservers acting in a web farm (set anti-affinity to keep them on separate hosts for 

redundancy) 

 A webserver and associated application server (set affinity to optimise networking by 

keeping them on the same host) 

VM-Host affinity is a new feature (with vSphere 4.1) ǿƘƛŎƘ ƭŜǘǎ ȅƻǳ ΨǇƛƴΩ ƻƴŜ ƻǊ ƳƻǊŜ ±aǎ ǘƻ ŀ 

particular host or group of hosts. Use cases I can think of; 

 Pin the vCenter server to a couple of known hosts in a large cluster 

 Pin VMs for licence compliance όǘƘƛƴƪ hǊŀŎƭŜΣ ŀƭǘƘƻǳƎƘ ŀǇǇŀǊŜƴǘƭȅ ǘƘŜȅ ŘƻƴΩǘ ǊŜŎƻƎƴƛǎŜ ǘƘƛǎ 

new feature as being valid ς see the comments in this post) 

 Microsoft clustering (see section 4.3 for more details on how to configure this) 

 Multi-tenancy (cloud infrastructures) 

 Blade environments (ensure VMs run on different chassis in case of backplane failure) 

 Stretched clusters (spread between sites. See this Netapp post for Metrocluster details) 

To implement them; 

 5ŜŦƛƴŜ ΨǇƻƻƭǎΩ ƻŦ ƘƻǎǘǎΦ 

 DŜŦƛƴŜ ΨǇƻƻƭǎΩ ƻŦ ±aǎΦ 

 Create a rule pairing one VM group with one host group. 

o Specify either affinity (keep together) or anti-affinity (keep apart).  

o {ǇŜŎƛŦȅ ŜƛǘƘŜǊ ΨǎƘƻǳƭŘΩ ƻǊ ΨƳǳǎǘΩ όǇǊŜŦŜǊŜƴŎŜ ƻǊ ƳŀƴŘŀǘƻǊȅύ 

¢Ƙƛǎ ƛǎ ŎƻƴŦƛƎǳǊŜŘ ƛƴ ǘƘŜ ΨDRS Groups ManagerΩ ŀƴŘ ΨwǳƭŜǎΩ pages of the DRS Properties; 

http://frankdenneman.nl/2010/07/vm-to-hosts-affinity-rule/
http://blogs.netapp.com/virtualization/2010/07/drs-host-affinity-in-vsphere-41.html
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bh¢9Υ ¢ƘŜ ΨwǳƭŜǎΩ tab was available in v4.0, but the DRS Groups Manager tab is new in v4.1. In v4.0 

you could set VM-±a ǊǳƭŜǎΣ ƛǘΩǎ ƻƴƭȅ ǘƘŜ ±a-Host rules which are new. 

NOTE: You only need vCenter v4.1 to get the new Host-VM affinity functionality ς the hosts 

themselves can still be running v4.0. 

Properly size VMs and clusters for optimal DRS efficiency 

Use reservations sparingly ς  impacts slot size (see section 4.1 Complex HA for details of slot size 

algorithm). 

VM-Host affinity rules should be used with caution and sparingly, especially the mandatory rules. HA, 

DRS, and DPM are all aware of and bound by these rules which could impact their efficiency. VM-VM 

ŀŦŦƛƴƛǘȅ ǊǳƭŜǎ ŀǊŜ ƭŜǎǎ ƻŦ ŀƴ ƛǎǎǳŜ  ōŜŎŀǳǎŜ ŀύ I! ƛƎƴƻǊŜǎ ǘƘŜƳ ŀƴŘ ōύǘƘŜȅ ŘƻƴΩǘ ƛƴŎƭǳŘŜ Ƙƻǎǘǎ ƛƴ ǘƘŜƛǊ 

rules (and DRS load balancing is done amongst hosts).  Operations which can be blocked by a VM-

Host rule include; 

 Putting a host into maintenance mode  

 Putting a host into standby mode (DPM) 

Size VMs appropriately ς oversizing VMs can affect both slot size (if using reservations), free 

resources and the DRS load balancing algorithm. 

DRS Alarms 

There are no alarms predefined for DRS but there are plenty you can define; 
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NOTE: LΩŘ ƘŀǾŜ ƭƛƪŜŘ ŀ ǿŀȅ ǘƻ ƎŜǘ ŀƴ ŜƳŀƛƭ ƴƻǘƛŦƛŎŀǘƛƻƴ ǿƘŜƴ ŀ 5w{ ƻǊ 5ta ǊŜŎƻƳƳŜƴŘŀǘƛƻƴ ǿŀǎ 

created όƛƴ aŀƴǳŀƭ ƻǊ tŀǊǘƛŀƭ ŀǳǘƻƳŀǘƛƻƴ ƳƻŘŜύ ōǳǘ ǘƘƛǎ ŘƻŜǎƴΩǘ ǎŜŜƳ ǇƻǎǎƛōƭŜΦ 

DRS vs DPM automation level 

As pointed out by Jason Boche, the automation level sliders are inconsistent between DRS and DPM. 

This stems from a difference in the way recommendation are done for the two functions; 

 For DRS the highest recommendation is rated 1, lowest is 5.Prior to vSphere 4.1 this was the 

opposite and used starts instead (ie a 5 star recommendation was the highest) 

 For DPM the highest recommendation is rated 1, lowest is 5 

.Ŝ ŎŀǊŜŦǳƭ ǿƘŜƴ ǎŜǘǘƛƴƎ ǘƘŜǎŜ ǘƘŀǘ ȅƻǳΩǊŜ ǎŜǘǘƛƴƎ ƛǎ ŀǎ ȅƻǳ ǇƭŀƴƴŜŘΗ 

3.3.2 Distributed Power Management (DPM)  

BIOS requirements 

 Ensure WOL is enabled for the NICs (it was disabled by default on my DL380G5) 

 Configure the IPMI/iLO  

Hardware requirements 

Three protocols for using DPM depending on your hardware features/support; 

 WOL is supported (or not) by the network cards (although it also requires motherboard 
support). Lǘ ŀƭƭƻǿǎ ŀ ǎŜǊǾŜǊ ǘƻ ōŜ ΨǿƻƪŜƴΩ ǳǇ ōȅ ǎŜƴŘƛƴƎ ŀ ΨƳŀƎƛŎΩ ǇŀŎƪŜǘ ǘƻ ǘƘŜ bL/Σ ŜǾŜƴ 
when the server is powered off. See VMwareKB1003373 for details. Largely unrelated tip ς 
Ƙƻǿ ǘƻ ǎŜƴŘ ŀ ΨƳŀƎƛŎ ǇŀŎƪŜǘΩ ǳǎƛƴƎ tƻǿŜǊǎƘŜƭƭ! 

 IPMI.  

 iLO/DRAC cards 
If a server supports multiple protocols they are used in this order: IPMI, iLO, WOL. 
bh¢9Υ ¦ƴŦƻǊǘǳƴŀǘŜƭȅ ȅƻǳ ŎŀƴΩǘ ǳǎŜ 5ta ǿƛǘƘ virtual ESX hosts as the E1000 driver (which is used 
ǿƛǘƘ Ǿ9{·ύ ŘƻŜǎƴΩǘ ǎǳǇǇƻǊǘ ²h[ ŦǳƴŎǘƛƻƴŀƭƛǘȅΦ ¢Ƙƛǎ ŦŜŀǘǳǊŜ Ƨƻƛƴǎ C¢ ŀǎ ŀ ƭŀō ōǊŜŀƪŜǊΗ {ŜŜ ǘƘƛǎ post 
from vinf.net. 

Configuring DPM 

¸ƻǳΩƭƭ ƴŜŜŘ !ŘǾŀƴŎŜŘ ƭƛŎŜƴŎƛƴƎ ƻǊ ƘƛƎƘŜǊ ǘƻ ƎŜǘ 5taΦ 
For WOL  

 you must use the vMotion (or VMkernel) port (so this must support WOL) 

 ŎƘŜŎƪ ǘƘŜ ǇƻǊǘ ǎǇŜŜŘ ƛǎ ǎŜǘ ǘƻ ΨŀǳǘƻΩ ƻƴ ǘƘŜ ǇƘȅǎƛŎŀƭ ǎǿƛǘŎƘ 

http://www.boche.net/blog/index.php/2010/10/25/request-for-ui-consistency/
http://kb.vmware.com/kb/1003373
http://powershell.com/cs/blogs/tips/archive/2011/02/24/sending-magic-packet.aspx
http://vinf.net/2011/02/10/vsphere-host-cannot-enter-standby-mode-using-dpm-and-wol/
http://vinf.net/2011/02/10/vsphere-host-cannot-enter-standby-mode-using-dpm-and-wol/
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 test ǘƘŀǘ ŀ Ƙƻǎǘ ΨǿŀƪŜǎΩ ŎƻǊǊŜŎǘƭȅ ŦǊƻƳ ǎǘŀƴŘōȅ ōŜŦƻǊŜ ŜƴŀōƭƛƴƎ 5taΦ 

 
 

Configuring IPMI and ILO/DRAC requires extra steps, done via Configuration -> Software -> Power 

Management. You need to provide; 

 Credentials (vCenter uses MD5 if the BMC supports it else falls back to plaintext) 

 the IP address of the IPMI/ILO card 

 the MAC address of the IPMI/ILO card  

 

 

Enabling DPM 

 ¢Ŝǎǘ ŜŀŎƘ Ƙƻǎǘ ƛƴŘƛǾƛŘǳŀƭƭȅ ǘƻ ŜƴǎǳǊŜ ƛǘΩǎ ŀōƭŜ ǘƻ ΨǿŀƪŜΩ ŦǊƻƳ {ǘŀƴŘōȅ ƳƻŘŜ. Set DPM to 

ŘƛǎŀōƭŜŘ ŦƻǊ ŀƴȅ Ƙƻǎǘǎ ǘƘŀǘ ŘƻƴΩǘ ǎǳǇǇƻǊǘ ǘƘŜ ǿŀƪŜǳǇ protocols. 

 Enable DPM on the cluster 

 Set the DPM threshold 

 Priority-one recommendations are the biggest improvement and priority-five the least. This 

is the opposite of the e similar looking DRS thresholds ς see Wŀǎƻƴ .ƻŎƘŜΩǎ ōƭƻƎǇƻǎǘ ŀōƻǳǘ 

DPM UI consistency for details. 

http://www.boche.net/blog/index.php/2010/10/25/request-for-ui-consistency/
http://www.boche.net/blog/index.php/2010/10/25/request-for-ui-consistency/
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 5ƛǎŀōƭŜ ǇƻǿŜǊ ƳŀƴŀƎŜƳŜƴǘ ŦƻǊ ŀƴȅ Ƙƻǎǘǎ ƛƴ ǘƘŜ ŎƭǳǎǘŜǊ ǿƘƛŎƘ ŘƻƴΩǘ ǎǳǇǇƻǊǘ ǘƘŜ ŀōƻǾŜ 

protocols 

  
 

Using alarms with DPM 

 Define the default alarm for Ψ9Ȅƛǘ ǎǘŀƴŘōȅ ŜǊǊƻǊΩ ǎƻ ȅƻǳ Ŏŀƴ Ƴŀƴǳŀƭƭȅ ƛƴǘŜǊǾŜƴŜ ƛŦ ŀ Ƙƻǎǘ Ŧŀƛƭǎ 

to return from standby. 

 Using DPM means hosts will go offline frequently which makes monitoring host availability 

ŘƛŦŦƛŎǳƭǘ ŀǎ ȅƻǳ ŎŀƴΩǘ ŘƛǎǘƛƴƎǳƛǎƘ ŀ ƎŜƴǳƛƴŜ ƻǳǘŀƎŜ ŦǊƻƳ ŀ 5ta ƛƴƛǘƛŀƭƛǎŜŘ power down. 

 Optionally you can create alarms for the following events; 

o Entering standby mode 

o Exiting standby mode 

o Successfully entered standby mode 

o Successfully exited standby mode 

3.3.3 Enhanced vMotion Compatibility (EVC)  

EVC increases vMotion compatibility bȅ ƳŀǎƪƛƴƎ ƻŦŦ /t¦ ŦŜŀǘǳǊŜǎ ǿƘƛŎƘ ŀǊŜƴΩǘ ŎƻƴǎƛǎǘŜƴǘ ŀŎǊƻǎǎ ǘƘŜ 

cluster.  LǘΩǎ ŜƴŀōƭŜŘ ŀǘ ŎƭǳǎǘŜǊ ƭŜǾŜƭ ŀƴŘ ƛǎ ŘƛǎŀōƭŜŘ ōȅ ŘŜŦŀǳƭǘΦ 

NOTE: EVC does NOT stop VMs from using faster CPU speeds or hardware virtualisation features that 

might be available on some hosts in the cluster.  

NOTE: EVC is required for FT to work with DRS. 

Requirements 

 !ƭƭ Ƙƻǎǘǎ ƛƴ ǘƘŜ ŎƭǳǎǘŜǊ Ƴǳǎǘ ƘŀǾŜ /t¦Ωǎ ŦǊƻƳ ǘƘŜ ǎŀƳŜ ǾŜƴŘƻǊ όLƴǘŜƭ ƻǊ !a5ύ 

 All hosts must have vMotion enabled (if not who cares about CPU compatibility?) 

 Hardware virtualisation must be enabled in the BIOS (if present). This is because EVC runs a 

check to ensure the processor has the features it thinks should be present in that model of 

CPU. 

bh¢9Υ ¢Ƙƛǎ ƛƴŎƭǳŘŜǎ ƘŀǾƛƴƎ ǘƘŜ Ψbƻ 9ȄŜŎǳǘŜΩ ōƛǘ Ŝnabled. 

Configuring a new cluster for EVC 

1. Determine which baseline to use based on the CPUs in your hosts (check the Datacenter 

!ŘƳƛƴƛǎǘǊŀǘƛƻƴ DǳƛŘŜ ŎƘŀǇǘŜǊ му ŦƻǊ ŀ ŎƻƳǇŀǘƛōƛƭƛǘȅ ǘŀōƭŜ ƛŦ ȅƻǳ ŘƻƴΩt know, or the more in-

depth VMwareKB1003212 ŀƭǘƘƻǳƎƘ ǘƘƛǎ ǿƻƴΩǘ ōŜ ŀǾŀƛƭŀōƭŜ ŘǳǊƛƴƎ ǘƘŜ ŜȄŀƳύ 

http://kb.vmware.com/kb/1003212
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2. Configure EVC on the cluster (prior to adding any hosts) 

3. If the host has newer CPU features (compared to your EVC baseline) power off all VMs on 

the host. 

4. Add hosts to the cluster.  

Changing the EVC level on an existing cluster 

 You can change EVC to a higher baseline with no impact. VMs will not benefit from new CPU 

ŦŜŀǘǳǊŜǎ ǳƴǘƛƭ ŜŀŎƘ ±a Ƙŀǎ ōŜŜƴ ǇƻǿŜǊ ŎȅŎƭŜŘ όŀ ǊŜōƻƻǘ ƛǎƴΩǘ ǎǳŦŦƛŎƛŜƴǘύΦ 

 When downgrading the EVC baseline you need to power off (or vMotion out of the cluster) 

all running VMs. 

 
 An alternative approach is to create a new cluster, enable the correct EVC mode, and then 

move the hosts from the old cluster to the new cluster one at a time. 
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3.4 Perform Capacity Planning in a vSphere environment  

Knowledge 

  ¦ƴŘŜǊǎǘŀƴŘ ǘƘŜ 5w{ ǎƭƻǘπǎƛȊŜ ŀƭƎƻǊƛǘƘƳ ŀƴŘ ƛǘǎ ƛƳǇŀŎǘ ƻƴ ƳƛƎǊŀǘƛƻƴ ǊŜŎƻƳƳŜƴŘŀǘƛƻƴǎ 

  Identify tools needed for monitoring capacity planning 

  Identify performance metrics related to resource contention and saturation 

Skills and Abilities 

 Predict when additional ESX/ESXi Host, network or storage resources will be required by observing an 

existing environment 

 Determine when to expand or contract provisioned Virtual Machine resources based upon observed 

Virtual Machine utilization 

 Interpret performance metrics from vCenter to properly size the environment 

Tools 

  Product Documentation 

o  vSphere Resource Management Guide 

o  Overview Performance Charts Help 

  vSphere Client 

Again there is a considerable overlap between this objective and the others in section three - the 

goal of understanding the DRS slot-size is an exact duplicate from section 3.3! 

3.4.1 DRS slot size algorithm and its impact on migration recommendations  

This was covered in section 3.3. You can always reread the DRS deepdive at Yellow Bricks. 

3.4.2 Identify tools needed for monitoring capacity planning  

 vCenter Performance Charts 

 vCenter Storage views 

 esxtop (particularly in batch or reply mode) 

 Perfmon 

 Third party tools (not likely in VCAP-DCA exam though) 

Consider SCSI reservations per LUN, number of VMs per LUN. Adaptive vs predictive LUN sizing. 

3.4.3 Predict when additional ESX/ESXi Host, network or storage resources will be 

required by observing an existing environment  

Refer to section 3.1 for the metrics to check. Ballpark; 

 Memory - how much is in the host compared to active memory used? Factor in reservations 

etc 

 Network ς ŀƴȅ ŘǊƻǇǇŜŘ ǇŀŎƪŜǘǎΚ aƛƎƘǘ ƛƳǇƭȅ ƎǊŜŀǘŜǊ ōŀƴŘǿƛŘǘƘ ǊŜǉǳƛǊŜŘΧ 

 CPU ς check for long term patterns using Performance Charts. 

 I/O ς high latency or lack of capacity are the main indicators to look for  

3.4.4 Interpret performance metrics from vCenter to properly size environment  

.Ŝ ŀǿŀǊŜ ǿƘŀǘ ǘƘŜ ǾŀǊƛƻǳǎ ƳŜǘǊƛŎǎ ŀŎǘǳŀƭƭȅ ǎƘƻǿ ȅƻǳΦ CƻǊ ŜȄŀƳǇƭŜ ǿƘŀǘΩǎ ǘƘŜ ŘƛŦŦŜǊŜƴŎŜ ōŜǘǿŜŜƴ 
Host Memory and Guest Memory in the screenshot below?? The answers can be found in VMworld 
session TA8129 Beginners guide to performance management. 

http://www.vmware.com/pdf/vsphere4/r41/vsp_41_resource_mgmt.pdf
http://communities.vmware.com/docs/DOC-12619;jsessionid=DD656157880756B1E0DA6BB9BAF03071
http://www.yellow-bricks.com/drs-deepdive/
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vCenter and ESXTOP present statistics differently. While ESXTOP tends to display a more useful 

figure (%CPU ready for example) the value presented in vCenter needs to be calculated depending 

on the time interval.  

Remember that vCenter summary statistics can sometimes mislead - memory per host looks fine in 

the screenshot above but you might find NUMA locality is low (for example). 
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3.5 Utilize Advanced  vSphere Performance Monitoring Tools  

Knowledge 

  Identify hot keys and fields used with resxtop/esxtop 

  Identify fields used with vscsiStats 

Skills and Abilities 

  Configure esxtop/resxtop custom profiles 

  Determine use cases for and apply esxtop/resxtop Interactive, Batch and Replay modes 

  Use vscsiStats to gather storage performance data 

  Use esxtop/resxtop to collect performance data 

  Given esxtop/resxtop output, identify relative performance data for capacity planning purposes 

Tools & learning resources 

  Product Documentation 

o  vSphere Resource Management Guide 

o  Ǿ{ǇƘŜǊŜ /ƻƳƳŀƴŘπ[ƛƴŜ LƴǘŜǊŦŀŎŜ Lƴǎǘŀƭƭŀǘƛƻƴ ŀƴŘ {ŎǊƛǇǘƛƴƎ DǳƛŘŜ 

o  vSphere Client 

  vSphere CLI 

o esxtop/resxtop 

o vscsiStats 

 VMworld 2008 session TA1440 - ESXTOP for Advanced users 

 VMworld 2009 session TA3838 - ESXTOP for Advanced users 

 VMworld 2010 session TA6720 - ESXTOP for Advanced users (subscription required) 

This is one objective where you definitely have to get hands on - ǘƘŜǊŜΩǎ ƴƻ ǿŀȅ ȅƻǳΩƭƭ ƭŜŀǊƴ ŜǎȄǘƻǇ 

ƻǘƘŜǊǿƛǎŜΦ LŘŜŀƭƭȅ ȅƻǳΩƭƭ ƘŀǾŜ ŀ ǊŜŀƭ ƛƴŦǊŀǎǘǊǳŎǘǳǊe to play with as you want hosts with memory 

contention, ballooning, swapping, NUMA optimisations etc so you can play/understand the features. 

3.5.1 Using resxtop  

Two ways of invoking; 

 resxtop --server <esxi host>  

 resxtop --server <vCenter server> --vihost <esxi host> 

3.5.2 Determine use cases for and apply esxtop Interactive, Batch and Replay modes  

First things first - start by watching some VMworld presentations from 2008 and 2010 (subscription 

required). Then read some common counters to understand from the obligatory Duncan Epping 

blogpost about esxtop and the full list in Interpreting esxtop statistics whitepaper. 

Interactive (default. Used to check current performance) 

 esxtop 

Batch mode (used to gather performance statistics for further analysis) 

 Run esxtop in interactive mode and configure the counter you want to monitor 

http://www.vmware.com/pdf/vsphere4/r41/vsp_41_resource_mgmt.pdf
http://www.vmware.com/pdf/vsphere4/r41/vsp4_41_vcli_inst_script.pdf
http://www.vmworld.com/docs/DOC-2356
http://www.vmworld.com/docs/DOC-3838
http://www.vmworld.com/community/sessions/2010/
http://www.vmworld.com/docs/DOC-2356
http://www.vmworld.com/community/sessions/2010/
http://www.yellow-bricks.com/esxtop/
http://www.yellow-bricks.com/esxtop/
http://communities.vmware.com/docs/DOC-9279
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 run Ψesxtop -b > <filename.csv>Ω (press CTRL-C to stop) or Ψesxtop -b -n 100 -d 5Ω to only 

monitor one hundred iterations at 5 second intervals 

NOTE: you must redirect the output using ΨҔΩΣ ŀƴŘ ȅƻǳ ǎƘƻǳƭŘ ǳǎŜ Φ/{± 

Replay mode (used to analyse previously collected statistics) 

 Generate the performance statistics using vm-support -S -d (duration in seconds) 

 Replay them using  esxtop -R <vm-support file> 

You can see screenshots of this process on Iŀƴȅ aƛŎƘŀŜƭΩǎ ōƭƻƎǇƻǎǘ. 

NOTE: rŜǎȄǘƻǇ ƛǎƴΩǘ ǾƛŦŀǎǘǇŀǎǎ ŀǿŀǊŜΣ ǎƻ ȅƻǳ ƘŀǾŜ ǘƻ ǎǇŜŎƛŦȅ --server, --username, and --password 

when used from the RCLI or vMA. Also resxtop ŘƻŜǎƴΩǘ support the replay mode - is this still true? 

3.5.3 Using esxtop custom profiles  

A custom profile is where you choose to display different statistics from the default.  

1. wǳƴ ŜǎȄǘƻǇ ƛƴ ƛƴǘŜǊŀŎǘƛǾŜ ƳƻŘŜ ŀƴŘ ǳǎŜ ΨŦΩ ŀƴŘ ΨƻΩ ǘƻ ŎƘƻƻǎŜ ŀƴŘ ƻǊŘŜǊ ǘƘŜ ǎǘŀǘƛǎǘƛŎǎ ȅƻǳΩǊŜ 

interested in.  

2. tǊŜǎǎ Ψ²Ω ŀƴŘ ǎǇŜŎƛŦȅ ŀ ŦƛƭŜƴŀƳŜ ǘƻ ǎŀǾŜ ǘƻ όȅƻǳ Ŏŀƴ ƻǾŜǊǊƛŘŜ ǘƘŜ ŘŜŦŀǳƭǘǎ ƻǊ ǳǎŜ ŀ ƴŜǿ ŦƛƭŜύ 

3. Load you custom profile using esxtop -c <filename> 

3.5.4 Hotkeys and fields in esxtop  

Commonly used keys (note these are case sensitive); 

h - show help o - order fields s - set refresh interval 

f - choose which fields 

to display 

W - save settings e - expand an entity 

V - view only VM stats   

 

3.5.5 Using vscsiStats 

Prior to vSphere v4.0u2 there was very little information available about NFS storage performance, 

which is how I became familiar with vscsiStats (which provides storage profiles)Φ LǘΩǎ ǳǎŜŦǳƭ ŦƻǊ 

profiling the storage I/O, regardless of the storage protocol used (see section 1 for details on storage 

workloads). Read the official vscsiStats manual. Note; 

 Only available locally on an ESX/i host, not via RCLI or vMA. 

 Not included on vSphere v4.0 hosts 

 Included by default on vSphere v4.1 hosts 

vscsiStats Theory 

 Latency ς anything above 15-20ms may indicate performance issues with underlying storage 

array. 

 Seek distance ς measures sequential vs random.  

http://www.hypervizor.com/2009/06/interactive-replay-batch-esxtop-modes/
http://communities.vmware.com/docs/DOC-10095
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o Values to the extreme sides of the histogram imply random access, more towards 

the middle implies sequential 

o Sequential = good, random = bad (generalisation!) 

 IO size ς the stripe size on the array may be optimised accordingly 

 Read/write ratios 

Gathering the above information lets you make informed decisions about which underlying RAID 

level may be most appropriate (depending also on the storage array). 

Using vscsiStats - process 

1. CƛƴŘ ǘƘŜ ǿƻǊƭŘ L5 ƻŦ ǘƘŜ ±a ȅƻǳΩǊŜ ƛƴǘŜǊŜǎǘŜŘ ƛƴ ǇǊƻŦƛƭƛƴƎ 

2. Start monitoring the VMΩǎ ǎǘƻǊŀƎŜ (and optionally a specific disk) 

3. Display statistics You must do this before stopping monitoring. 

4. Stop monitoring 

Using vscsiStats - the syntax 

1. vscsiStats -l 

2. vscsiStats -s -w <world ID> 

3. vscsiStats -p all -w <world ID> 

4. vscsiStats -x 

NOTE: Follow @virtualirfan on twitter - he wrote vscsiStats! Read his VMworld 2007 presentation. 

Check 5ǳƴŎŀƴ 9ǇǇƛƴƎΩǎ ōƭƻƎǇƻǎǘ for some screenshots of vscsiStats in action and DŀōŜΩǎ ōƭƻƎǇƻǎǘ for 

a full walkthrough. Michael Poore also has an interesting post on using Microsoft Chart Controls to 

visualise vscsiStats data and Eric Zandboer even has cool 3d Excel charts! 

 

http://communities.vmware.com/servlet/JiveServlet/previewBody/10084-102-1-8025/vmworld_europe_2009_vscsistats.pdf
http://www.yellow-bricks.com/2009/12/17/vscsistats/
http://www.gabesvirtualworld.com/using-vscsistats-the-full-how-to/
http://www.vspecialist.co.uk/display-vscsistats-data-with-microsoft-chart-controls/
http://www.vspecialist.co.uk/display-vscsistats-data-with-microsoft-chart-controls/
http://www.vmdamentals.com/?p=722


 

www.vExperienced.co.uk/vcap-dca Page 64 
 

4 Business Continuity  

4.1 Implement and Maintain Complex VMware HA Solutions  

Knowledge 

 Identify the three admission control policies for HA 

 Identify heartbeat options and dependencies 

Skills and Abilities 

 Calculate host failure requirements 

 Configure customized isolation response settings 

 Configure HA redundancy in a mixed ESX/ESXi environment 

 Configure HA related alarms and monitor an HA cluster 

 Create a custom slot size configuration 

 Understand interactions between DRS and HA 

 Create an HA solution that ensures primary node distribution across sites 

 Analyze vSphere environment to determine appropriate HA admission control policy 

 Analyze performance metrics to calculate host failure requirements 

 Analyze Virtual Machine workload to determine optimum slot size 

 Analyze HA cluster capacity to determine optimum cluster size 

Tools & learning resources 

 Product Documentation 

o vSphere Availability Guide 

o VMware HA: Deployment Best Practices  

 vSphere Client 

 Blog posts 

o 5ǳƴŎŀƴ 9ǇǇƛƴƎΩǎ I! 5ŜŜǇŘƛǾŜ 

o {ŀƳǇƭŜ ŎƘŀǇǘŜǊ ŦǊƻƳ 5ǳƴŎŀƴ 9ǇǇƛƴƎ ŀƴŘ CǊŀƴƪ 5ŜƴƴŜƳŀƴΩǎ ǳǇŎƻƳƛƴƎ ōƻƻƪ 

 Session BC7803 (VMworld 2010) 

 Knowledgebase articles 

o VMware KB1006421 ς Advanced configuration options for VMware HA 

o VMware KB1001596 ς Troubleshooting HA 

 

4.1.1 HA basics  

Requirements; 

 shared storage 

 Common networks 

 Ideally similar (or identical) hardware for each host 

 

A good way to check that all hosts have access to the same networks and datastores is to use the 

ΨaŀǇǎΩ ŦŜŀǘǳǊŜΦ {ŜƭŜŎǘ ȅƻǳǊ ŎƭǳǎǘŜǊ ǘƘŜƴ ŘŜǎŜƭŜŎǘ ŜǾŜǊȅ ƻǇǘƛƻƴ ŜȄŎŜǇǘ ΨIƻǎǘ ǘƻ bŜǘǿƻǊƪΩ ƻǊ ΨIƻǎǘ ǘƻ 

Datastore; 

mailto:http://www.vmware.com/pdf/vsphere4/r41/vsp_41_availability.pdf
http://www.vmware.com/resources/techresources/10166
http://www.vmware.com/resources/techresources/10166
mailto:http://www.yellow-bricks.com/vmware-high-availability-deepdiv/
http://www.pearsonitcertification.com/articles/article.aspx?p=1625102
mailto:http://kb.vmware.com/kb/1006421
mailto:http://kb.vmware.com/kb/1001596
mailto:http://kb.vmware.com/kb/1001596
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!ǎ ȅƻǳ Ŏŀƴ ǎŜŜ ƛƴ ǘƘƛǎ ŘƛŀƎǊŀƳ ǘƘŜ мр ±[!b ƛǎ ƴƻǘ ǇǊŜǎŜƴǘŜŘ ǘƻ ŜǾŜǊȅ Ƙƻǎǘ όƛǘΩǎ ǎƭƛƎƘǘƭȅ ǊŜƳƻǾŜŘ Ŧrom 

ǘƘŜ ŎƛǊŎƭŜύ ŀƴŘ ŀǘ ƭŜŀǎǘ ƻƴŜ ±a ƛƴ ǘƘŜ ŎƭǳǎǘŜǊ Ƙŀǎ ŀ ƴŜǘǿƻǊƪ ŀǎǎƛƎƴŜŘ όƛƴ ǘƘŜ ǘƻǇ ǊƛƎƘǘύ ǿƘƛŎƘ ƛǎƴΩǘ 

available in this cluster at all. 

 

Clusters consist of up to 32 hosts. The first five hosts in a cluster will be primaries, the rest 

secondaries. You cŀƴΩǘ ǎŜǘ ŀ Ƙƻǎǘ ǘƻ ǇǊƛƳŀǊȅ ƻǊ ǎŜŎƻƴŘŀǊȅ ǳǎƛƴƎ ǘƘŜ ±L ŎƭƛŜƴǘΣ ōǳǘ ȅƻǳ Ŏŀƴ ǳǎing the 

AAM CLI (not supported, see how in this Yellow bricks article). One of the primaries will be the 

ΨŀŎǘƛǾŜ ǇǊƛƳŀǊȅΩ ǿƘƛŎƘ ŎƻƭƭŀǘŜǎ ǊŜǎƻǳǊŎŜ ƛƴŦƻǊƳŀǘƛƻƴ ŀƴŘ ǇƭŀŎŜǎ ±aǎ ŀŦǘŜǊ ŀ ŦŀƛƭƻǾŜǊ ŜǾŜƴǘΦ  

Heartbeat options and dependencies 

 Heartbeats are used to determine whether a host is still operational 

 Heartbeats use the service console networks by default, or the management network for 

ESXi hosts.  

 ¢ƘŜȅΩǊŜ ǎŜƴǘ ŜǾŜǊȅ ǎŜŎƻƴŘ ōȅ ŘŜŦŀǳƭǘΦ /ŀƴ ōŜ ŀƳŜƴŘŜŘ ǳǎƛƴƎ das.failuredetectioninterval 

 Primaries send heartbeats to both other primaries and secondaries, secondaries only send to 

primaries. 

 After no heartbeats have been received for 13 seconds the host will ping its isolation 

address. 

HA operates even when vCentre is down (the AAM agent talks directly from host to host), although 

vCentre is required when first enabling HA on a cluster. 

Diagnosing issues with heartbeats ς see VMware KB1010991 

Ports required for HA: 8042-8045 (UDP). Presumably these ports are from ESX host to ESX host? 

4.1.2 Cluster design  

 Primary/secondary distribution 

o No more than four blades per chassis  

o At least one primary must be online to join new hosts to cluster 

o Can be configured with aamCLI, (but these settings are not persistent across reboots 

and not supported) 

o Use Get-HAPrimaryVMHost PowerCLI cmdlet (vSphere v4.1 onwards). Example 

http://www.yellow-bricks.com/vmware-high-availability-deepdiv/
mailto:http://kb.vmware.com/kb/1010991
http://www.vspecialist.co.uk/category/scripting/



































































































































































































































